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i
Abstract

This thesis introduces the notion of a one-sided random context grammar as a
context-free-based regulated grammar, in which a set of permitting symbols and
a set of forbidding symbols are attached to every rule, and its set of rules is divided
into the set of left random context rules and the set of right random context rules. A
left random context rule can rewrite a nonterminal if each of its permitting symbols
occurs to the left of the rewritten symbol in the current sentential form while each
of its forbidding symbols does not occur there. A right random context rule is ap-
plied analogically except that the symbols are examined to the right of the rewritten
symbol.

The thesis is divided into three parts. The first part gives a motivation behind
introducing one-sided random context grammars and places all the covered material
into the scientific context. Then, it gives an overview of formal language theory and
some of its lesser-known areas that are needed to fully grasp some of the upcoming
topics.

The second part forms the heart of the thesis. It formally defines one-sided ran-
dom context grammars and studies them from many points of view. Generative
power, relations to other types of grammars, reduction, normal forms, leftmost
derivations, generalized and parsing-related versions all belong between the studied
topics.

The final part of this thesis closes its discussion by adding remarks regarding its
coverage. More specifically, these remarks concern application perspectives, bibli-
ography, and open problem areas.
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iii
Abstrakt

Tato disertacni prace zavadi jednostranné gramatiky s nahodilym kontextem jako
fizené gramatiky zaloZzené na bezkontextovych gramatikich. V téchto gramatikach
je ke kazdému pravidlu pfifazena mnozina povolujicich symbolii a mnoZina za-
kazujicich symboli a mnozina pravidel je rozdélena na mnozinu levych pravidel
s nahodilym kontextem a mnozinu pravych pravidel s nahodilym kontextem. Levym
pravidlem s nahodilym kontextem lze pfepsat netermindl pokud se vSechny povolu-
jici symboly vyskytuji vlevo od pfepisovaného netermindlu a Zddny zakazujici sym-
bol tam pfitomen neni. Pravé pravidlo s nahodilym kontextem lze aplikovat analog-
icky, ale ona kontrola na pritomnost a nepfitomnost symbolt je provedena doprava
od prepisovaného netermindlu.

Prace je rozdélena na tfi Casti. Prvni ¢ast uvadi motivaci za zavedenim jednos-
trannych gramatik s nahodilym kontextem a umist’'uje materidl pokryty v této praci
do védeckého kontextu. Poté dava piehled zaklada teorie formalnich jazyka a nek-
terych méné znamych oblasti, jejichz znalost je nutna pro pochopeni studovaného
tématu.

Druhd cast tvofi jadro prace. Formalné definuje jednostranné gramatiky s na-
hodilym kontextem a studuje je z mnoha pohledi. Mezi studovand témata patii
generativni sila, vztah k jinym typiim gramatik, redukce, normalni formy, nejlevéjsi
derivace, zobecnéné a LL verze téchto gramatiky.

Treti Cast této prace zakonCuje diskusi nékolika poznidmkami. Mezi né patii
poznamky tykajici se aplikovatelnosti zavedenych gramatik v praxi, bibliografie a
otevienych problému.
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Part 1
Introduction and Terminology

This part gives an introduction to the present thesis in order to express all its upcom-
ing discussion clearly and precisely. First, it places all the material covered in the
thesis into the scientific context. Then, it gives an overview of formal language the-
ory in order to make the entire thesis completely self-contained. This part consists
of two chapters.

Chapter 1 represents an introduction to this thesis. First, it argues that regulated
rewriting with its regulated formal models forms a very important branch of formal
language theory as a whole. Then, it provides a motivation behind introducing and
studying one-sided random context grammars—the main topic of this thesis—as
a new variant of regulated grammars. After that, it gives the organization of the
present thesis.

Chapter 2 gives an overview of formal language theory. Apart from its classical
rudiments; it covers several lesser-known areas of this theory, such as fundamentals
concerning three types of regulated grammars, because these areas are also needed
to fully grasp some upcoming topics included in this thesis.

Readers having solid background in the topics covered in Chapter 2 can only treat
it as a reference for the terminology used throughout the rest of this thesis.



Chapter 1
Introduction

Formal Languages and Regulated Grammars

Formal languages, such as programming languages, are applied in a great number
of scientific disciplines, ranging from biology through linguistics up to informatics
(see [98—-100]). As obvious, to use them properly, they have to be precisely specified
in the first place. Most often, they are defined by mathematical models with finitely
many rules by which they rewrite sequences of symbols, called strings.

Over its history, formal language theory has introduced a great variety of these
language-defining models. Despite their diversity, they can be classified into two
basic categories—generative and recognition language models. Generative models,
better known as grammars, define strings of their language so their rewriting process
generates them from a special start symbol. On the other hand, recognition models,
better known as automata, define strings of their language by a rewriting process
that starts from these strings and ends in a special set of strings, usually called final
configurations.

Concerning grammars, the classical theory of formal languages has often clas-
sified all grammars into two fundamental categories—context-free grammars and
non-context-free grammars. As their name suggests, context-free grammars are
based upon context-free rules, by which these grammars rewrite symbols regardless
of the context surrounding them. As opposed to them, non-context-free grammars
rewrite symbols according to context-dependent rules, whose application usually
depends on rather strict conditions placed upon the context surrounding the rewrit-
ten symbols, and this way of context-dependent rewriting often makes them clumsy
and inapplicable in practice. From this point of view, we obviously always prefer us-
ing context-free grammars, but they have their drawbacks, too. Perhaps most impor-
tantly, context-free grammars are significantly less powerful than non-context-free
grammars. Considering all these pros and cons, it comes as no surprise that modern
formal language theory has intensively and systematically struggled to come with
new types of grammars that are underlined by context-free rules, but which are more
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powerful than ordinary context-free grammars. Regulated versions of context-free
grammars, briefly referred to as regulated grammars in this thesis, represent per-
haps the most successful and significant achievement in this direction. They are
based upon context-free grammars extended by additional regulating mechanisms
by which they control the way the language generation is performed.

Over the last four decades, formal language theory has introduced an investi-
gated many regulated grammars (see [16, 79, 87], Chapter 13 of [54], and Chap-
ter 3 of [99] for an overview of the most important results). Arguably, one of the
most studied type of regulated grammars are random context grammars, which are
central to this thesis.

Random Context Grammars

In essence, random context grammars (see Section 1.1 in [16]) regulate the lan-
guage generation process so they require the presence of some prescribed symbols
and, simultaneously, the absence of some others in the rewritten sentential forms.
More precisely, random context grammars are based upon context-free rules, each
of which may be extended by finitely many permitting and forbidding nonterminal
symbols. A rule like this can rewrite the current sentential form provided that all its
permitting symbols occurin the sentential form while all its forbidding symbols do
not occur there.

Random context grammars are significantly stronger than ordinary context-free
grammars. In fact, they characterize the family of recursively enumerable lan-
guages (see Theorem 1.2.5 in [16]), and this computational completeness obviously
represents-their indisputable advantage. Also, propagating random context gram-
mars, which do not have any erasing rules—that is, rules with the empty string on
their right-hand sides—are stronger than context-free grammars. However, they are
strictly less powerful than context-sensitive grammars. Indeed, they generate a lan-
guage family that is strictly included in the family of context sensitive languages
(see Theorem 1.2.4 in [16]).

From a pragmatical standpoint, however, random context grammars have a draw-
back consisting in the necessity of scanning the current sentential form in its en-
tirety during every single derivation step. From this viewpoint, it is highly desirable
to modify these grammars so they scan only a part of the sentential form, yet they
keep their computational completeness. One-sided random context grammars—the
topic of the present thesis—represent a modification like this.
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One-Sided Random Context Grammars

Specifically, in every one-sided random context grammar, the set of rules is divided
into the set of left random context rules and the set of right random context rules.
When applying a left random context rule, the grammar checks the existence and
absence of its permitting and forbidding symbols, respectively, only in the prefix
to the left of the rewritten nonterminal in the current sentential form. Analogously,
when applying a right random context rule, it checks the existence and absence of
its permitting and forbidding symbols, respectively, only in the suffix to the right of
the rewritten nonterminal. Otherwise, it works just like any ordinary random context
grammar.

As the main result of this thesis, we demonstrate that propagating versions of
one-sided random context grammars, which possess no erasing rules, characterize
the family of context-sensitive languages, and with erasing rules, they characterize
the family of recursively enumerable languages.

Furthermore, we discuss the generative power of several special cases of one-
sided random context grammars. Specifically, we prove that one-sided permitting
grammars, which have only permitting rules, are more powerful than context-free
grammars; on the other hand, they are no more powerful than so-called scattered
context grammars (see [35, 73]). One-sided forbidding grammars, which have
only forbidding rules, are equivalent to so-called selective substitution grammars
(see [39, 40, 95]). Finally, left forbidding grammars, which have only left-sided
forbidding rules, are only as powerful as context-free grammars.

Apart from the generative power of one-sided random context grammars and
their special cases, we investigate the following aspects of these grammars. First,
we establish four normal forms of one-sided random context grammars, in which
all rules satisfy some prescribed properties or format. Then, we study a reduction
of one-sided random context grammars with respect to the number of nonterminals
and rules. After that, we place three leftmost derivation restrictions on one-sided
random context grammars and investigate their generative power. We also study
generalized versions of one-sided random context grammars, in which strings of
symbols rather than single symbols can be required or forbidden. Finally, we study
one-sided random context grammars from a more practical viewpoint by investigat-
ing their parsing-related variants.

To summarize, this thesis is primarily and principally meant as a theoretical treat-
ment of one-sided random context grammars, which represent a modification of
random context grammars. Apart from this theoretical treatment, however, we also
cover some application perspectives to give the reader ideas about their applicability
1n practice.
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Motivation

Taking into account the definition of one-sided random context grammars and all
the results sketched above, we see that these grammars may fulfill an important role
in the language theory and its applications for the following four reasons.

(I) From a practical viewpoint, one-sided random context grammars examine the ex-
istence of permitting symbols and the absence of forbidding symbols only within
a portion of the current sentential form while ordinary random context grammars
examine the entire current sentential form. As a result, the one-sided versions of
these grammars work in a more economical and, therefore, efficient way than the
ordinary versions. Moreover, one-sided random context grammars provide a finer
control over the regulation process. Indeed, the designer of the grammar may se-
lect whether the presence or absence of symbols is examined to the left or to the
right. In the case of ordinary random context grammars, this selection cannot be
done since they scan the sentential forms in their entirety.

(IT) The one-sided versions of propagating random context grammars are stronger
than ordinary propagating random context grammars. Indeed, the language fam-
ily defined by propagating random context grammars is properly included in the
family of context-sensitive languages (see Theorem 1.2.4 in [16]). One-sided ran-
dom context grammars are as powerful as ordinary random context grammars.
These results come as a surprise because one-sided random context grammars
examine only parts of sentential forms as pointed out in (I) above.

(IIT) Left forbidding grammars were introduced in [31], which also demonstrated that
these grammars only define the family of context-free languages (see Theorem 1
in [31]). It is more than natural to generalize left forbidding grammars to one-
sided forbidding grammars, which are stronger than left forbidding grammars
(see Corollary 4.3.6 in this thesis). As a matter of fact, even propagating left per-
mitting grammars, introduced in [10], are stronger than left forbidding grammars
because they define a proper superfamily of the family of context-free languages
(see Corollary 4.3.4 in this thesis). In the thesis, we also generalize left permitting
grammars to one-sided permitting grammars and study their properties.

(IV) In the future, one might find results achieved in this thesis useful when attempting
to solve some well-known open problems. Specifically, recall that every propa-
gating scattered context grammar can be turned to an equivalent context-sensitive
grammar (see Theorem 3.21 in [73]), but it is a longstanding open problem
whether these two kinds of grammars are actually equivalent—the PSC = CS
problem (see [73]). If in the future one proves that propagating one-sided permit-
ting grammars and propagating one-sided random context grammars are equiv-
alent, then so are propagating scattered context grammars and context-sensitive
grammars (see Theorem 4.3.3 in this thesis), so the PSC = CS problem would be
solved.



1 Introduction 6

Organization

The text is divided into ten chapters. After this introductory Chapter 1, Chapter 2
briefly reviews formal language theory. It covers all the notions that are necessary
to follow the rest of this thesis.

Chapters 3 through 9 represent the heart of this thesis. They introduce one-sided
random context grammars and study them from many points of view. In a greater
detail, Chapter 3 defines one-sided random context grammars and illustrates them
by examples. Chapter 4 studies the generative power of these grammars. Chapter 5
establishes four normal forms of one-sided random context grammars. Chapter 6
investigates their descriptional complexity. Chapter 7 introduces three types of left-
most derivation restrictions placed upon one-sided random context grammars, and
studies their effect to the generative power of these grammars. Chapter 8 intro-
duces and investigates generalized versions of one-sided random context grammars.
Chapter 9 introduces and investigates parsing-related variants of one-sided random
context grammars, which may be applied in practice.

Chapter 10 closes the thesis by making several final remarks concerning the cov-
ered material with a special focus onits future developments. It concerns application
perspectives of one-sided random context grammars, bibliographic comments and
references, and open problem areas.



Chapter 2
Rudiments of Formal Language Theory

The present chapter briefly reviews formal language theory. It covers all the notions
that are necessary to follow the rest of this thesis.-Apart from well-known essentials
of formal language theory, it includes lesser-known notions, such as a variety of
regulated grammars. They are also needed to establish several upcoming results, so
the reader should pay a special attention to them, too.

This chapter consists of three sections. Section 2.1 gives the used mathemati-
cal notation. Section 2.2 covers strings, languages, and operations over them. Sec-
tion 2.3 concerns grammars and language families.

2.1 Mathematical Notation

For a set Q, card(Q) denotes the cardinality of Q, and 22 denotes the power set
of Q. For two sets P and O, P C Q denotes that P is a subset of Q; P C Q denotes
that A C B and A # B—that is, P is a proper subset of Q. Set intersection, union,
and difference are denoted by M, U, and —, respectively. The empty set is denoted
by 0.

For a relation p, p™ and p* denote the transitive and transitive-reflexive closure
of p, respectively.

2.2 Strings and Languages

An alphabet X is a finite, nonempty set of elements called symbols. A string over X
is any finite sequence of symbols from X. We omit all separating commas in strings;
that is, for a string ay,a»,...,a,, for some n > 1, we write aja; - - - a, instead. The
empty string, denoted by €, is the string that is formed by no symbols—that is, the
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empty sequence. By X*, we denote the set of all strings over X (including €). Set

It =x*—{¢e}.
Let x be a string over X—that is, x € X*—and express x as = aja; - - - a,, where
a; € X, foralli=1...,n, for some n > 0 (the case when n = 0 means that x = €).

The length of x, denoted by |x|, is defined as |x| = n. The alphabet of x, denoted
by alph(x), is defined as alph(x) = {aj,a,...,a,}; informally, it is the set of sym-
bols appearing in x. Notice that |¢| = 0 and alph(€e) = 0.

Let x and y be two strings over X. Then, xy is the concatenation of x and y. Note
that x¢ = ex = x. If x can be written in the form x = uv, for some u,v € X*, then
u is a prefix of x and v is a suffix of x. If 0 < |u| < |x|, then u is a proper prefix
of x; similarly, if 0 < |v| < |x|, then v is a proper suffix of x. If x = uvw, for some
u,v,w € X*, then v is a substring of x. The set of all substrings of x is denoted
by sub(x).

Let n be a nonnegative integer. Then, the nth power of x, denoted by x”", is a string
over X recursively defined as

(Hx=¢
(2) x" =xx" " forn> 1

A language L over X is any set of strings over X—thatis, L C X*. The set X* is
called the universal language because it consists of all strings over X. If L is a finite
set, then it is a finite language; otherwise, it is an infinite language. The set of all
finite languages over X is denoted by fin(X). For L € fin(X), max-len(L) denotes
the length of the longest string in L. We set max-len(0) = 0. The empty language is
denoted by 0.

The alphabet of L, denoted by alph(L), is defined as

alph(L) = |_J alph(x)

xeL

As all languages are sets, all common operations over sets can be applied to them.
Specifically,
LiUL, ={x|x€eLjorxely}
LiNLy ={x|x€Ljandx € Ly}
Li—Ly={x|xeLiandx ¢ Ly}

There are also some special operations which apply only to languages. The con-
catenation of Ly and Lj, denoted by L{L;, is the set

LiL, = {x1x2 |x; € Ly and x; € L2}

Note that L{e} = {€}L = L. For n > 0, the nth power of L, denoted by L", is recur-
sively defined as
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(1) L% = {e}
) L'=r"L

The closure (Kleene star) of a language L, denoted by L*, is the set

L*:ULZ'

i>0

The positive closure of a language L, denoted by L™, is the set

Lr=r

i>1

Let X and I be two alphabets. A total function ¢ from X* to 2" such that & (uv) =
o(u)o(v), for every u,v € X*, is a substitution. By this definition, o(¢) = {€} and
o(ajay---ay)=o0o(ay)o(ay)---o(a,), wheren >1andg; € X, foralli=1,2,...,n,
so o is completely specified by defining o (a) for each a € X. If o(a) is finite, for
every a € X, then o is said to be finite. For L C X*, we extend the definition of ¢ to

weL

A total function ¢ from X* to I'* such that @(uv) = @(u)@(v), for every u,v € £*,
is a homomorphism. As any homomorphism is a special case of finite substitution,
we specify ¢ by analogy with the specification of o. For L C X*, we extend the
definition of @ to

QL) = {o(w) |weL}

By analogy with set theory, sets whose members are languages are called families
of languages. If some language models define the same language family .Z, we
say that they are equivalent or, synonymously, equally powerful. Regarding ., we
say that these models characterize or define £ . For instance, in the next section,
we review phrase-structure grammars that characterize the family of recursively
enumerable languages.

2.3 Grammars and Language Families

In this section, we define devices that generate languages. These devices are called
grammars, and they play a major role in formal language theory.
Definition 2.3.1. A phrase-structure grammar is a quadruple

G=(N,T,P)S)

where
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N is an alphabet of nonterminals;

T is an alphabet of terminals such that NNT = 0;

P is a finite relation from (NUT )*N(NUT)* to (NUT)*;
S € N is the start symbol.

Pairs (u,v) € P are called rewriting rules (abbreviated rules) and are written as
u—v. The set V.= NUT is the total alphabet of G. A rewriting rule u — v € P
satisfying v = € is called an erasing rule. If there is no such rule in P, then we say
that G is propagating.

The G-based direct derivation relation over V* is denoted by = and defined as

X=G)Yy

if and only if x = xjuxy,y = y;vy, and u — v € P, where x1,xp,y1,y2 € V*.

Since = is a relation, :>kG is the kth power of = ¢, fork > 0, :>g is the transitive
closure of =g, and =; is the reflexive-transitive closure of =¢. Let D: S =, x
be a derivation, for some x € V*. Then, x is a sentential form. If x € T*, then x is a
sentence. If x is a sentence, then D is a successful (or terminal) derivation.

The language of G, denoted by L(G), is the set of all sentences defined as

L(G)={weT" |S=>;w} 0

For brevity, we sometimes denote a rule ¥ — v with a unique label ras r: u — v,
and instead of u — v € P, we simply write r € P. When a derivation u =g v is made
according to rule r € P, we sometimes write u =>¢ v [r] to point this out.

In the literature, a phrase-structure grammar is also often defined with rules of the
form x — y, where x € V™ and y € V* (see, for instance, [107]). Both definitions are
interchangeable in the sense that the grammars defined in these two ways generate
the same family of languages—the family of recursively enumerable languages.

Definition 2.3.2. A recursively enumerable language is a language generated by a
phrase-structure grammar. The family of recursively enumerable languages is de-
noted by RE. O

Definition 2.3.3. A context-sensitive grammar is a phrase-structure grammar
G = (N,T,P,S)
such that every u — v in P is of the form
u=x1Axy, v=Xx1yx2

where x1,x; € V¥, A€ N, and y € VT. A context-sensitive language is a lan-
guage generated by a context-sensitive grammar. The family of context-sensitive
languages is denoted by CS. O
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Definition 2.3.4. A context-free grammar is a phrase-structure grammar
G= (N,T,P)S)
such that every rule in P is of the form
A—x

where A € N and x € V*. A context-free language is a language generated by a
context-free grammar. The family of context-free languages is denoted by CF. O

Concerning the families of context-free, context-sensitive, and recursively enu-
merable languages, the next important theorem holds true.

Theorem 2.3.5 (Chomsky Hierarchy, see [6, 7]). CF C CS C RE
Next, we recall leftmost derivations in context-free grammars.

Definition 2.3.6. Let G = (N, T, P, S) be a context-free grammar. The relation of a
direct leftmost derivation, denoted by | =, is defined as follows: if u € T, veVv*,
andr: A — x € P, then

UAY 1, => g uxv/[r]

Let, =5 and im=¢ denote the nth power of | = -, for some n > 0, and the transi-
tive closure of | =, respectively. The language that G generates by using leftmost
derivations is denoted by L(G, =) and defined as

Without any loss of generality, in context-free grammars, we may consider only
leftmost derivations, which is formally stated in the following theorem.

Theorem 2.3.7 (see [69]). Let G be a context-free grammar. Then,

L(G, =) =L(G)

Normal Forms

Next, we review several normal forms of context-sensitive and phrase-structure
grammars, namely the Penttonen and Geffert normal forms.

Definition 2.3.8. Let G = (N, T, P, S) be a phrase-structure grammar. G is in the
Penttonen normal form (see [91]) if every rule in P is in one of the following four
forms

(i) AB — AC (i) A — BC (i) A —a (iv)A — €

where A,B,Cc€ N,andacT. O
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Theorem 2.3.9 (see [91]). For every phrase-structure grammar G, there is a phrase-
structure grammar G' in the Penttonen normal form such that L(G') = L(G).

Theorem 2.3.10 (see [91]). For every context-sensitive grammar G, there is a
context-sensitive grammar G' in the Penttonen normal form such that L(G') = L(G).

Observe that if G is a context-sensitive grammar in the Pentonnen normal form,
then none of its rules is of the form (iv), which is not context-sensitive.

The next normal form limits the number of nonterminals and non-context-
sensitive rules in phrase-structure grammars.

Definition 2.3.11. Let G be a phrase-structure grammar. G is in the Geffert normal
form (see [29]) if it is of the form

G = ({S,A,B,C,D},T,PU{ABC — €},5)
where P contains context-free rules of the following three forms
1) S — uSa (1) S — uSv (1) S — uy
withu € {A, AB}*,ve {BC,C}*,anda € T. 0

Theorem 2.3.12 (see [29]). For every recursively enumerable language K, there
exists a phrase-structure grammar G in the Geffert normal form such that L(G) =K.
In addition, every successful derivation in G is of the form S =, wiwaw by rules
from P, where wi € {A,AB}*, wy € {BC,C}*, w € T*, and wiwow =5 w is derived
by ABC — €.

In the remainder of the present chapter, we recall the definition of several other
types of grammars that are needed throughout this thesis.

Random Context Grammars

In essence, random context grammars (see Section 1.1 in [16]) regulate the lan-
guage generation process so they require the presence of some prescribed symbols
and, simultaneously, the absence of some others in the rewritten sentential forms.
More precisely, random context grammars are based upon context-free rules, each
of which may be extended by finitely many permitting and forbidding nonterminal
symbols. A rule like this can rewrite the current sentential form provided that all its
permitting symbols occur in the sentential form while all its forbidding symbols do
not occur there.
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Definition 2.3.13. A random context grammar is a quadruple
G = (N,T,P.S)
where N and T are two disjoint alphabets, S € N, and
PCNx (NUT) x2V x2V

is a finite relation. Set V.= NUT. The components V, N, T, P, and § are called
the total alphabet, the alphabet of nonterminals, the alphabet of terminals, the set
of random context rules, and the start symbol, respectively. Each (A, x,U,W) € P is
written as

(A —x,U,W)

For (A —x,U,W) € P,U and W are called the permitting context and the forbidding
context, respectively. If (A — x, U, W) € P implies that |x| > 1, then G is said to be
propagating.

If (A—x, U, W) € P implies that W = 0, then G is a permitting grammar. If
(A—x,U, W) € Pimplies that U = 0, then G is a forbidding grammar. By analogy
with propagating random context grammars, we define a propagating permitting
grammar and a propagating forbidding grammar, respectively.

The direct derivation relation over V* is denoted by = and defined as follows.
Letu,v € V*and (A — x, U, W) € P. Then,

UAV =G uxv
if and only if
(A —x,U,W) € P,U Calph(uAv), and W Nalph(uAv) = 0

Let = and = denote the nth power of =g, for some n > 0, and the reflexive-
transitive closure of =-¢, respectively.
The language of G is denoted by L(G) and defined as

L(G)={weT*|S=5w} O

The families of languages defined by permitting grammars, forbidding grammars,

and random context grammars are denoted by Per, For, and RC, respectively. To

indicate that only propagating grammars are considered, we use the upper index —¢€.

That is, Per ¢, For ¢, and RC ¢ denote the families of languages defined by prop-

agating permitting grammars, propagating forbidding grammars, and propagating
random context grammars, respectively.

Theorem 2.3.14. CF C Per ¢ =Per c RC ¢ ¢ CS ¢ RC = RE

Proof. CF C Per ¢ c RC™¢ follows from Theorem 2.7 in Chapter 3 of [99].
Per ¢ = Per follows from Theorem 1 in [111]. RC~¢ ¢ CS c RC = RE follows
from Theorems 1.2.4, 1.2.5, and 1.4.5 in [16]. O

Theorem 2.3.15 (see Theorem 16 in [77]). CF C For ¢ C For C CS
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Selective Substitution Grammars

Selective substitution grammars (see [39, 40, 95]) use context-free-like rules that
have a terminal or a nonterminal on their left-hand sides. By using extremely sim-
ple languages, referred to as selectors, they specify symbols where one of them is
rewritten during a derivation step and, in addition, place some restrictions on the
context appearing before and after the rewritten symbol. Otherwise, they work by
analogy with context-free grammars.

Definition 2.3.16. A selective substitution grammar (an s-grammar for short) is a
quintuple
G=(V,T,P,S,K)

where V is the total alphabet, T C 'V is an alphabet of terminals,
PCVxV*

is a finite relation called the set of rules, S € V. —T is the start symbol, and K is a
finite set of selectors of the form
X*yYz*

where X,Y,Z C V; in words, the barred symbols are said to be activated. If A — x €
P implies that |x| > 1, then G is said to be propagating.

The direct derivation relation over V*, symbolically denoted by =, is defined
as follows:

UAY =G Uxv

ifand only if A — x € Pand X*YZ* € K suchthatu € X*, A€ Y,and v € Z*. Let =6
and =; denote the nth power of =, for some n > 0, and the reflexive-transitive
closure of = ¢, respectively.

The language of G is denoted by L(G) and defined as

L(G)={weT"|S=>5w} 0

The families of languages generated by s-grammars and propagating s-grammars
are denoted by S and S™¢, respectively.

Scattered Context Grammars

The notion of a scattered context grammar G is based on sequences of context-free
rules, according to which G can simultaneously rewrite several nonterminals during
a single derivation step.
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Definition 2.3.17. A scattered context grammar (see [35, 73]) is a quadruple
G=(N,T,P,S)

where N is an alphabet of nonterminals, T an alphabet of terminals (NNT = 0), P
1s a finite set of rules of the form

(Al,...,An) — (xl,...,x,,)

wheren > 1,A; € N,and x; € (NUT)*, foralli=1,2,...,n (each rule may have dif-
ferent n), and S € N is the start symbol. Set V. = NUT to be the total alphabet. When
every (Ay,...,Ap) = (x1,...,x,) € Psatisfies that |x;| > 1, foralli=1,2,...,n, then
G is said to be propagating.
The direct derivation relation over V*, symbolically denoted by =, is defined
as follows:
Uu=gVv

if and only if (Ay,...,A,) — (x1,...,X,) € P and

u= Lt]A] 000 unAnun+1
V=UuiXi...UpXplp+1

where u; € V*, for all i = 1,2,...,n+ 1. Let =, and =; denote the nth power
of =, for some n > 0, and the reflexive-transitive closure of =, respectively.
The language of G is denoted by L(G) and defined as

L(G)={weT"|S=>5w} O

The families of languages generated by scattered context grammars and propa-
gating scattered context grammars are denoted by SC and SC™¢, respectively.

Theorem 2.3.18 (see Theorems 3.20, 3.21 in [73]). CF C SC ¢ CCS Cc SC =RE

It is not known whether the inclusion SC™¢ C CS is, in fact, an identity.



Part 11
One-Sided Random Context Grammars

This part forms the heart of the thesis. It introduces a new variant of random con-
text grammars, called one-sided random context grammars, and studies this variant
from many points of view. Generative power, reduction, normal forms, leftmost
derivations, generalized and parsing-related versions all belong between the studied
topics. The present part consists of seven chapters.

Chapter 3 defines one-sided random context grammars and their variants, like
one-sided permitting grammars and one-sided forbidding grammars, and illustrates
them by examples.

Chapter 4 establishes relations between families of languages defined by one-
sided random context grammars and some well-known language families. It, there-
fore, studies the generative power of these grammars.

Chapter 5 establishes four normal forms of one-sided random context grammars,
in which rules satisfy some prescribed properties or format.

Chapter 6 studies the descriptional complexity of one-sided random context
grammars. More specifically, it shows how to reduce the number of nonterminals
and rules in these grammars without affecting their generative power.

Chapter 7 introduces three types of leftmost derivation restrictions placed upon
one-sided random context grammars, and studies their effect to the generative power
of these grammars.

Chapter 8 introduces and investigates generalized versions of one-sided random
context grammars. More specifically, it studies one-sided forbidding grammars that
may forbid occurrences of strings rather than just occurrences of single symbols.

Chapter 9 closes this part by introducing and investigating parsing-related vari-
ants of one-sided random context grammars, which may be applied in practice.



Chapter 3
Definitions and Examples

This three-section chapter defines one-sided random context grammars and their
variants, and illustrates them by examples. More specifically, Section 3.1 gives for-
mal definitions of these grammars, Section 3.2 illustrates them by several examples,
and Section 3.3 presents a denotation of language families generated by these gram-
mars.

3.1 Definitions

Without further ado, let'us define one-sided random context grammars formally.

Definition 3.1.1. A one-sided random context grammar is a quintuple
G = (N,T,P.,PR,S)
where N and T are two disjoint alphabets, S € N, and
PL,PRCNx (NUT)" x 2V x 2N

are two finite relations. Set V = NUT. The components V, N, T, P, Pg, and § are
called the total alphabet, the alphabet of nonterminals, the alphabet of terminals,
the set of left random context rules, the set of right random context rules, and the
start symbol, respectively. Each (A,x,U,W) € P U Py is written as

(A= x,U,W)

For (A — x, U, W) € P, U and W are called the left permitting context and the left
forbidding context, respectively. For (A — x, U, W) € Pg, U and W are called the
right permitting context and the right forbidding context, respectively. O

When applying a left random context rule, the grammar checks the existence and
absence of its permitting and forbidding symbols, respectively, only in the prefix

17
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to the left of the rewritten nonterminal in the current sentential form. Analogously,
when applying a right random context rule, it checks the existence and absence of
its permitting and forbidding symbols, respectively, only in the suffix to the right of
the rewritten nonterminal. The following definition states this formally.

Definition 3.1.2. Let G = (N, T, P., P, S) be a one-sided random context grammar.
The direct derivation relation over V* is denoted by = and defined as follows. Let
u,v€V*and (A — x,U, W) € PLUPg. Then,

UAv =G uxv
if and only if
(A= x,U,W) € P,U C alph(u), and W Nalph(u) =0

or
(A —x,U,W) € Pg,U Calph(v), and W Nalph(v) =0

Let = and = denote the nth power of =g, for some n > 0, and the reflexive-
transitive closure of =g, respectively. O

The language generated by a one-sided random context grammar is defined as
usual—that is, it consists of strings over the terminal alphabet that can be generated
from the start symbol.

Definition 3.1.3. Let G = (N, T, P, Pk, S) be a one-sided random context grammar.
The language of G is denoted by L(G) and defined as

L(G)={weT*|S=;w} O
Next, we define several special variants of one-sided random context grammars.

Definition 3.1.4. Let G = (N, T, P., Pg, S) be a one-sided random context grammar.
If (A — x, U, W) € PLUPg implies that |x| > 1, then G is a propagating one-sided
random context grammar. If (A — x, U, W) € PL U Pg implies that W = 0, then G
1S @ one-sided permitting grammar. If (A — x, U, W) € P, U Pg implies that U = 0,
then G is a one-sided forbidding grammar. By analogy with propagating one-sided
random context grammars, we define a propagating one-sided permitting grammar
and a propagating one-sided forbidding grammar, respectively. O

Definition 3.1.5. Let G = (N, T, P., Pg, S) be a one-sided random context grammar.
If Pr = 0, then G is a left random context grammar. If Pg = 0 and (A — x, U,
W) € P, implies that W = 0, then G is a left permitting grammar (see [10]). If P =0
and (A — x, U, W) € P, implies that U = 0, then G is a left forbidding grammar
(see [31]). Their propagating versions are defined analogously as the propagating
version of one-sided random context grammars. ad
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3.2 Examples

Next, we illustrate the above definitions by three examples.

Example 3.2.1. Consider the one-sided random context grammar
G = ({S,A,B,A,B},{a,b,c},PL,Pg,S)
where P contains the following four rules

(S— AB,0,0) (B— B,{A},0)
(B — bBc,{A},0) (B— €,0,{A,A})

and P contains the following three rules
(A —aA,{B},0) (A—A,{B},0) (A —¢£,{B},0)

It is rather easy to see that every derivation that generates a nonempty string
of L(G) is of the form
S=GcAB
=G aAB
=G aAbBc
=g aAbBc
=G aAbBc
= a"Ab"Bc"
= d"'b"Bc"
=g d'b"c"
where n > 1. The empty string is generated by
S=cAB=gB=¢g¢
Based on the previous observations, we see that G generates the non-context-free
language
{a”b”c" ln> O} O

Example 3.2.2. Consider K = {a"b™¢™ | 1 < m < n}. This non-context-free lan-
guage is generated by the one-sided permitting grammar

G = ({S,A,B,X,Y},{a,b,c},P.,0,5)

with P, containing the following seven rules
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(S — AX, 0, 0) (A—a,0,0) (X — be, 0, 0)
(A—aB,0,0) (X — bYc, {B},0)
(B—A,0,0) (Y = X, {A},0)

Notice that G is, in fact, a propagating left permitting grammar. Observe that
(X — bYc, {B}, 0) is applicable if B, produced by (A — aB, 0, 0), occurs to the
left of X in the current sentential form. Similarly, (Y — X, {A}, 0) is-applicable if
A, produced by (B — A, 0, 0), occurs to the left of Y in the current sentential form.
Consequently, it is rather easy to see that every derivation that generates w € L(G)

is of the form!
S =g AX

=g a"AX

=g d“TIBX

=g a*“t'BbYc
=G a”“AbYc
=% a" "V AbY ¢
= a"t I ApX e

=G a" 1A IX ]
:>2G atb"c =w
where u,v >0, 1 <m < n. Hence, L(G) =K. O
Example 3.2.3. Consider the one-sided forbidding grammar
G = ({S,A,B,A",B',A;B} {a,b,c}, P, P,S)
where P, contains the following five rules

(S— AB,0,0) (B— bB'c,0,{A,A}) (B'— B,0,{A’})
(B— B,0,{A,A"}) (B—¢,0,{A})

and Py contains the following four rules

(A—aA',0,{B'}) (A"~ A,0,{B})
(A—A,0,{B'}) (A— €,0,{B})

Notice that every derivation that generates a nonempty string of L(G) is of the
form

! Notice that after X is rewritten to bc by (X — bc, 0, 0), more as can be generated by (A — aB, 0,
0). However, observe that this does not affect the generated language.
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S =g AB
=G aA’'B
= aA'bB'c
=G aAbB'c
=G aAbBc
= a"Ab"Bc"
= a"Ab"Bc"
=¢ a"Ab"Bc"
=G a'b"Bc"
=c d'b'c"

where n > 1. The empty string is generated by
S=cAB=cAB=cAB=gB=¢¢

Based on the previous observations, we see that G generates the non-context-free
language
{d"b"¢" | n >0} O

3.3 Denotation of Language Families

Throughout the rest of this thesis, the language families under discussion are de-
noted in the following way. ORC, OPer, and OFor denote the language families
generated by one-sided random context grammars, one-sided permitting grammars,
and one-sided forbidding grammars, respectively. LRC, LPer, and LFor denote
the language families generated by left random context grammars, left permitting
grammars, and left forbidding grammars, respectively.

The notation with the upperindex —¢ stands for the corresponding propagating
family. For example, ORC~¢ denotes the family of languages generated by propa-
gating one-sided random context grammars.



Chapter 4
Generative Power

In this chapter, we establish relations between the language families defined in the
previous chapter and some well-known language families from Chapter 2. Most
importantly, we show that one-sided random context grammars are equally power-
ful as random context grammars, and that propagating one-sided random context
grammars are more powerful than propagating random context grammars.

The present chapter consists of three sections. First, Section 4.1 studies the gener-
ative power of one-sided random context grammars. Then, Section 4.2 investigates
the power of one-sided forbidding grammars. Finally, Section 4.3 discusses one-
sided permitting grammars and their generative power.

4.1 One-Sided Random Context Grammars

First, we consider one-sided random context grammars and their propagating ver-
sions. We prove that ORC~¢ = CS and ORC = RE.

Lemma 4.1.1. CS CORC ¢

Proof. Let G = (N, T, P, S) be a context-sensitive grammar. Without any loss of
generality, making use of Theorem 2.3.10, we assume that G is in the Penttonen nor-
mal form. We next construct a propagating one-sided random context grammar H
such that L(H) = L(G).Set N={A|AcN},N={A|A€N},and N' = NUNUN.
Define H as

H= (N'T,P.,P,S)

with P; and Pg constructed as follows:

(1) foreachA —a € P,where A€ Nanda€ T, add (A —a,0, N') to Pp;
(2) for each A — BC € P, where A,B,C € N, add (A — BC, 0, NUN) to Py ;
(3) for each AB — AC € P, where A,B,C € N, add (B — C, {A} N)to Pp;
(4) foreachA € N,add (A — A, 0, NUN) and (A — A, 0, NUN) to P;

22
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(5) foreachA € N,add (A — A, 0, NUN) and (A — A, 0, NUN) to Px.

Before proving that L(H) = L(G), we give an insight into the construction. The
simulation of context-free rules of the form A — BC, where A,B,C € N, is per-
formed directly by rules introduced in (2). H simulates context-sensitive rules—
that is, rules of the form AB — AC, where A, B,C € N—as follows. H first rewrites
all nonterminals to the left of an occurrence of A to their barred versions by rules
from (4), starting from the leftmost nonterminal of the current sentential form. Then,
it rewrites A to A by (A — A, 0, NUN ) from (4). After this, it rewrites B to C
by (B — C, {A}, N) from (3). Finally, H rewrites A back to A and all barred non-
terminals back to their corresponding original versions by rules from (5) in the
right-to-left way.

To prevent AAB =y AaB =y AaB =y AaC, rules simulating A — a, where A €
A and a € T, introduced in (1), can be used only if there are no nonterminals to
the left of A. Therefore, a terminal can never appear between two nonterminals.
Consequently, every sentential form generated by H is of the form x;x;, where
x1 € T* and x, € N'™*.

To prove that L(H) = L(G), we first prove three claims. The first claim shows
that every y € L(G) can be generated by G in two stages; first, only nonterminals
are generated, and then, all nonterminals are rewritten to terminals. To prove that
L(G) C L(H), it then suffices to show how H simulates these derivations of G.

Claim 1. Let y € L(G). Then, there exists a derivation S :>*G X :>g y, where x € N™,
and during x =, y, G applies only rules of the form A — a, A € N, wherea € T.

Proof. Let y € L(G). Since there are no rules in P with symbols from 7 on their
left-hand sides, we can always rearrange all the applications of the rules occurring
in § = y so the claim holds. O

The second claim shows how certain derivations of G are simulated by H. To-
gether with the previous claim, it is used to demonstrate that L(G) C L(H) later in
the proof.

Claim 2. If S = x, where x € N, for some n > 0, then S =}; x.

Proof. This claim is established by induction on n > 0.
Basis. Letn = 0. Then, for S :>% S, there is S :>% S, so the basis holds.

Induction Hypothesis. Suppose that there exists m > 0 such that the claim holds for
all derivations of length ¢, where 0 < ¢ < m.

Induction Step. Consider any derivation of the form

S:>’Cl;+1 w
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where w € N*. Since n+ 1 > 1, this derivation can be expressed as
S=6x=>cw

for some x € N*. By the induction hypothesis, § =7, x.
Next, we consider all possible forms of x =5 w, covered by the following two
cases—(1) and (ii).

(i) Let A — BC € P and x = x1Ax», where A,B,C € N, and x1,x, € N*. Then,

X1Axy = ¢ x1BCx»
By (2), (A — BC,0, NUN) € P, so
X1Axy =g x1BCxp

which completes the induction step for (1).
(i) Let AB — AC € P and x = x1{ABx,, where A,B,C € N, and x{,x, € N*. Then,

X1ABxy =G x1BCx;

Letx; = X1 X5+ -+ Xy, where X; € N, forall i, 1 <i <k, k= |x;]. By (4), (X; = X;,
0, NUN) e P, foralli, 1 <i<k,so

X1Xp- - XiABxy = X1 Xa - XiABx,
=y X1 X - XyABx,
oy XiXs - KeABx
Let §; = X1 X5---X¢. By (4), (A—A,0, NUN) € P, so
X1ABxy =y %1ABx;
By (3), (B— C, {A},N) € P, so
X1ABx2 =g )hAsz
Finally, by (5), (A — A, 0, NUN),(X; — X;, 0, NUN) € Pg, forall i, 1 <i <k,
SO

XIXZ .. -)_(kAsz =H Xle .. -XkAC)Cz
—H Xle - X3 ACxp

=H X1X2 - XpACxp
=g X1Xo-- -XkACxZ

which completes the induction step for (ii).
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Observe that cases (i) and (ii) cover all possible forms of x = w. Thus, Claim 2
holds. O

Next, we prove how G simulates derivations of H. The following claim is used to
prove that L(H) C L(G) later in the proof. Set V.= NUT and V' = N'UT. Define
the homomorphism 7 from V’* to V* as 7(A) = A, T7(A) = A, and 7(A) = A, for all
A€N,and 7(a) =a,foralla e T.

Claim 3. If S =% x, where x € V'*, for some n > 0, then S =¢ T(x) and x is of the
form XXX, --- X, where X' € T* and X; € N, for all i, 1 <i < h, for some h > 0.
Furthermore, if X; € N, for some j, 1 < j<h, then Xy € N, forallk, 1 <k < j, and
X; €N, foralll, j <l <h.

Proof. This claim is established by induction on n > 0.
Basis. Let n = 0. Then, for S :>% S, there is S :% S, so the basis holds.

Induction Hypothesis. Suppose that there exists m > 0 such that the claim holds for
all derivations of length ¢, where 0 < ¢ < m.

Induction Step. Consider any derivation of the form

S:>1’ZI+1 w

where w € V/*. Since n+ 1 > 1, this derivation can be expressed as
S=hx=pgw

for some x € V'*. By the induction hypothesis, S =, 7(x) and x is of the form
XX1X5---Xp,, where X' € T* and X; € N', for all i, 1 < i < h, for some h > 0. Fur-
thermore, if X; € N, forsome j, 1 < j <h, then X; € N, for all k, 1 <k < j, and
X;eN,foralll, j <l <h.

Next, we consider all possible forms of x =g w, covered by the following four
cases—(i) through (iv). That is, we show how rules introduced to P, and Py in (1)
through (5) are simulated by G. The last case covers the simulation of rules from
both (4) and (5) because these rules are simulated in the same way.

(i) Let XX\ X5+ X, =y XaXy--- X, by (X1 — a, 0, N') € P, introduced in (1)
from X; — a € P, where a € T. Then,

KT(X1 X2 Xp) =6 X' t(aXs - Xp)

which completes the induction step for (i).

(i1) Let X/X1X2 .. -Xj_1Xij+1 Xy =g x’X1X2 .. -Xj_lBCXj_H - Xp, by (Xj — BC,
0, NUZV) € P, introduced in (2) from X; — BC € P, for some j, 1 < j < h, and
B,C € N. Then,

XT(XiXo - Xjo1XjXj1 - Xp) =6 X T(X1 X2+ Xj_1BCXjy1 -+ Xp)

which completes the induction step for (ii).
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(i) LetxXX1 X2+ Xj1X;Xj41 - Xpn = X X1 X2+ Xj-1CXjy1 - X by (X; — C,{A},
N) € P, introduced in (3) from AX; — AC € P, for some j, 2 < j < h, and
A,C € N. By the induction hypothesis, X; | = A. Therefore,

x/T(X1X2 .- -Xj,1Xij+1 . Xh) =G X/T(XIXZ . -Xj,1CXj+1 . 'Xh)

which completes the induction step for (iii).

(iV) Let X/X1X2 .. -Xj,IXij+1 Xy = x’X1X2 . -Xj,1X]/-Xj+1 - Xp by (Xj — XJ{, 0,
W) € PLU Py, introduced in (4) or (5), for some j, 1 < j < h, where X ]’ depends
on the particular rule that was used. Then,

T(X1 Xz Xp) =% K T(X1 X5 - X))

which completes the induction step for (iv).

Observe that cases (i) through (iv) cover all possible forms of x =g w. Thus,
Claim 3 holds. 0

We next prove that L(H) = L(G). Let y € L(G). Then, by Claim 1, there is § =,
x = y such that x € N* and during x = y, G uses only rules of the form A — a,
where A € N, a € T. By Claim 2, S =7, x. Let x = A1{Ay-- Ay and y = ajaz - - - ay,
where A; e N,A; —wa;, € P,a;c T, foralli, 1 <i<k, k= |x] By (1), (A,‘ —a;, 0,
N')e P, foralli, 1 <i<k,so

AtAy A =p a1Ay - Ay
=pn ajay---Ag

=H ajaz---ag

Consequently, y € L(G) implies that y € L(H), so L(G) C L(H).

Consider Claim 3 for x € T*. Then, x € L(H) implies that 7(x) = x € L(G), so
L(H) CL(G).Since L(G) CL(H) and L(H) CL(G),L(H) =L(G), so Lemma4.1.1
holds. O

Lemma 4.1.2. ORC ¢ C CS

Proof. Since the length of sentential forms in derivations of propagating one-sided
random context grammars is nondecreasing, propagating one-sided random context
grammars can be simulated by context-sensitive grammars. A rigorous proof of this
lemma is left to the reader. ad

Theorem 4.1.3. ORC~¢ = CS

Proof. This theorem follows from Lemmas 4.1.1 and 4.1.2. a
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Theorem 4.1.4. ORC = RE

Proof. The inclusion ORC C RE follows from Church’s thesis. RE C ORC can be
proved by analogy with the proof of Lemma 4.1.1. Observe that by Theorem 2.3.9,
G can additionally contain rules of the form A — €, where A € N. We can simulate
these context-free rules in the same way we simulate A — BC, where A, B,C € N—
that is, for each A — € € P, we introduce (A — &, 0, NUN) to Pr. O

4.2 One-Sided Forbidding Grammars

Next, we consider one-sided forbidding grammars. First, we prove that OFor =S
and OFor ¢ =S~¢. Then, we show that one-sided forbidding grammars with the set
of left forbidding rules coinciding with the set of right forbidding rules characterize
only the family of context-free languages. This characterization also holds in terms
of left forbidding grammars. Indeed, it holds that LFor~¢ = LFor = CF.

Lemma 4.2.1. For every s-grammar G, there is a one-sided forbidding grammar H
such that L(H) = L(G).

Proof. Let G = (V, T, P, S; K) be an s-grammar. We next construct a one-sided
forbidding grammar H such that L(H) = L(G). Set N =V —T,T = {d|a € T},
T = {(a, 1> | ac T}, = {(a,2> ’ ac T}, T, =T UT,, and

My ={(rs,i)|rePs=(XYZ*) €K,i=1,2}

Without any loss of generality, we assume that N, T, T, Ty, T», and M, are pairwise
disjoint. Construct
H = (N/,T,PL,PR,S)

as follows. Initially, set
N =NUTUT UM,
PL=20
Pr=0

Define the homomorphism 7 from V* to N** as 7(A) = A, forall A € N, and 7(a) = 4,
for all a € T. Define the function .7 from 2" to 2V as .7 (0) = 0 and

T ({A1,...,An}) = {7(A1),...,7(An)}

Perform (1) and (2), given next.
(1) Foreach s = (X*YZ*) € K and each A € Y such that r = (A — y) € P,
(1.1) add (t(A) — (r,s,1),0,N' — T (X)) to Pp;
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(1.2) add ((r,s,1) — (r,5,2),0,N' — T (Z)) to Pg;
(1.3) add ((r,s72) — ‘L'(y),@,T12 UM12) to Pr.

(2) Foreacha e T,

(2.1) add (@ — {(a,1),0,N' —T) to Pr;
(2.2) add ({(a,1) — (a,2),0,N' —T») to Pg;
(2.3) add ({(a,2) — a,0,N’) to Pp.

Before proving that L(H) = L(G), let us informally describe (1) and (2). Let
X*YZ* € K and x;jAx, € V*, where x1,x; € V* and A € Y. Observe that x; € X* if
and only if (V —X)Nalph(x;) =0, and x, € Z* if and only if (V — Z) Nalph(xp) = 0.
Therefore, to simulate the application of A — y € P in H, we first check the absence
of all symbols from V — X to the left of A, and then, we check the absence of all
symbols from V — Z to the right of A.

We need to guarantee the satisfaction of the following two conditions. First, we
need to make sure that only a single rule is simulated at a time. For this purpose,
we have the three-part construction of rules in (1). Examine it to see that when-
ever H tries to simultaneously simulate more than one rule of G, the derivation is
blocked. Second, as opposed to s-grammars, one-sided forbidding grammars can
neither rewrite terminals nor forbid their occurrence. To circumvent this restric-
tion, rules introduced in (1) rewrite and generate hatted terminals which act as non-
terminals. For example, a — bDc € P, where a,b,c € T and D € N, is simulated
by @ — bDé¢ in H.

Hatted terminals can be rewritten to terminals by rules introduced in (2). Observe
that this can be done only if there are no symbols from N’ — 7" present in the current
sentential form; otherwise, the derivationis blocked. Furthermore, observe that after
arule from(2.1) is applied, no rule of G can be simulated anymore. Based on these
observations, we see that every successful derivation of aja;---ay in H is of the
form

S:>;_I ayas---ay :>}k_1 ajaz---ap

and during S =, d1dy - -~ dp, no sentential form contains any symbols from 7.

To establish the identity L(H) = L(G), we prove two claims. First, Claim 1
shows how derivations of G are simulated by H. Then, Claim 2 demonstrates the
converse—that is, it shows how derivations of H are simulated by G.

Claim 1. If S =}, w = z, where w € V* and z € T*, for some n > 0, then S =,
T(w).

Proof. This claim is established by induction on n > 0.

Basis. For n = 0, this claim obviously holds.

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length ¢, where 0 < ¢ < n.
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Induction Step. Consider any derivation of the form
S :>’g;+1 w :>G Z
where w € V* and z € T*. Since n+ 1 > 1, this derivation can be expressed as
S=tx=gw=42

for some x € V'. Let x = xjAxy and w = x1yxp SO 5 = (X*YZ*) € K such that
xi€EX*AeY, xx€Z andr=(A—y) €P.
By the induction hypothesis, S =, 7(x). By (1),

(t(A) = (r,5,1),0,N' — 7 (X)) € P,
((rs,1) = (r,5,2),0,N' — T(Z)) € Pr
((rys,2) = 7(3),0, TiaUM12) € B

By the induction hypothesis and by xjAx; =¢ x1yx2, T(x) = 7(x1)7(A)7(x2),
(N'— 7 (X))Nalph(t(x1)) =0, and (N — .7 (Z)) Nalph(z(xz)) =0, so

Since 7(w) = 7(x1)7(y)7(x2), the induction step is completed. 0

Set V' = N'UT. Define the homomorphism y from V'* to V* as y(A) = A, for all
AEN, y((rs;1)) =y({rs,2)) =A,forall r= (A —x) € Pand all s = (X*YZ*) €
K, and y({a,1)) = y((a,2)) =y(a)=a,forallacT.

Claim 2. If S =%, w =7, z, where w € V'* and z € T*, for some n > 0, then S =
w(w).

Proof. This claim is established by induction on n > 0.

Basis. For n = 0, this claim obviously holds.

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length ¢, where 0 < / < n.

Induction Step. Consider any derivation of the form
S :>?_I+1 W=7 HZ
where w € V/* and z € T*. Since n+ 1 > 1, this derivation can be expressed as

S=hx=pw=pz
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for some x € V'*. By the induction hypothesis, S =, y(x). Observe that if x =5 w
is derived by a rule introduced in (1.1), (1.2), or in (2), then the induction step fol-
lows directly from the induction hypothesis. Therefore, assume that x = x (r, s, 2)x2,
w=x17(y)x2, and ({r,s,2) — 1(y),0,T1o UM3) € P, introduced in (1.3) from s =
(X*YZ*) € K such that A € Y and r = (A — y) € P. Recall that (T UMj2) N
alph(x;) = 0 has to hold; otherwise, the rule is not applicable. Next, we argue that
y(x) =¢ y(w).

Observe that the two other rules from (1.1) and (1.2) have to be applied before
((r,s,2) = 7(y),0,T12UM)>) is applicable. Therefore, S =}, x has to be of the form

S=pvit(A)vo =g vi(ns, L)va =5 x1(r,8,2)x =x

where vy, vy € V™ and x;(r,s,2)x; is the first sentential form in S =, x, where an
occurrence of (r,s, 1) is rewritten to (r,s,2). Wenext argue, by contradiction, that
(i) vi = x1 and (ii) vo = xp. We then use (i) and (ii) to show that y(x) =¢ y(w).

(i) Assume that v; # x1. The only possible way this case could happen is that after
S =pit(A)va =p vi(rs, 1)

vy is rewritten by a rule 7. Since (r, s, 1) occurs to the right of v| and since it is gen-
erated by (7(A) — (r,5,1),0,N' — F (X)) € Py from (1.1), 7 is necessarily a rule
from (1.1) or (2.1). However, in either case, we cannot rewrite the compound non-
terminal generated by ¢ because (7, s, 1) is still present to the right of v;. Although
we can rewrite (r,s, 1) to (r,5,2) by ((r,s,1) = (r,5,2),0,N' — T (Z)) € Pg, we
cannot rewrite (r,s,2) because of the generated nonterminal. This contradicts the
assumption that v; # x. Therefore, v| = x;.
(i) Assume that v, = x». The only possible way this case could happen is that after

S =5 vit(A)vy =g vi(ns, 1)

v, is rewritten by a rule ¢. Since (r,s, 1) occurs to the left of vy, ¢ is necessarily
a rule from (1.2) or (2.2). However, in either case, we cannot rewrite the com-
pound nonterminal generated by ¢ because (r, s, 1) is still present to the left of v;.
Furthermore, we cannot rewrite (r,s, 1) by ({r,s,1) — (r,5,2),0,N' — 7 (Z)) € Pg
from (1.2) because of the generated nonterminal. This contradicts the assumption
that v, # x,. Therefore, v, = x;.

In a similar way, alph(x) N7 = 0 can be demonstrated. Consequently, (V' —
Z(X))Nalph(x;) =0 and (V' — .7 (Z)) Nalph(xz) = 0. Recall that X*YZ* € K, A €
Y,and A — y € P. Since y(x) = y(x;(r,s,2)xp) = y(x;)Ay(x), alph(y(x;)) C X,
A €7, and alph(y(x;)) C Z, we see that y(x) =g w(w), which completes the in-
duction step. O
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Next, we prove that L(H) = L(G). Consider Claim 1 for w € T*. Then, S =7 w
implies that S =}, T(w). Let ©(w) = a4 - - - d,, where h = |w| (the case when h =0
means w = €). By (2),

(4; — {a;,1),0,N' —T) € P,
({aj, 1) — (a;,2),0,N' —T») € Pg
({a;,2) = a;,0,N") € P,

for all i, 1 <i < h. Therefore,
ap---ap—14p =p 41 ---ap—1{an, 1)

=y ay---(ap—1,1){ap, 1)

o {an, 1) (e ) {an, 1)
=H <a1,1> <ah—171><ah72>
=pn (a1, 1) - (an-1,2)(ap,2)

:>.H (a1,2)(a2,2) -~ (an,2)
=H a1<612, 2) - {an,2)
=g ajay---(ap,2)

=g aiay---ap

Hence, L(G) C L(H). Consider Claim 2 for w € T*. Then, § =}, w implies that
S =% y(w) =w, so L(H) C L(G). Consequently, L(H) = L(G), and the lemma
holds. a

Lemma 4.2.2. For every one-sided forbidding grammar G, there is an s-grammar
H such that L(H) = L(G).

Proof. Let G = (N, T, Pp, P, S) be a one-sided forbidding grammar. We next con-
struct an s-grammar H such that L(H) = L(G). SetV = NUT and

M={(rL)|r=(A—y,0,F) P} U{(rR)|r=(A—y0,F) € P}
Without any loss of generality, we assume that V "M = 0. Construct
H=(V'.,T,P,S,K)
as follows. Initially, set V/ =V UM, P’ = 0, and
K={V*{Alv*|AeN}

Perform (1) and (2), given next.
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(1) Foreachr=(A—y,0,F) € P,
(1.1) add A — (r,L) and (r,L) — y to P';

(1.2) add (V — F)*{(nL)}V* to K.
(2) Foreachr= (A —y,0, F) € Pg,
(2.1) add A — (r,R) and (r,R) — y to P';

(2.2) add V*{(r,R)}(V —F)* to K.

Before proving that L(H) = L(G), let us informally explain (1) and (2). Since a
rule r = (A — y, 0, F) can be in both P, and Pk and since there can be several rules
with A on their left-hand sides, we simulate the application of a single rule of G in
two steps. First, depending on whether r € P, or r € P, we rewrite an occurrence
of A to a special compound nonterminal (r,s), which encodes the simulated rule r
and the side on which we check the absence of forbidding symbols (s = L or s = R).
Then, we introduce a selector which checks the absence of all symbols from F to
the proper side of (r,s), depending on whether s = L or s = R.

To establish the identity L(H) = L(G), we prove two claims. First, Claim 1
shows how derivations of G are simulated by H. Then, Claim 2 demonstrates the
converse—that is, it shows how derivations of H are simulated by G.

Claim 1. If S =}, w =, z, where w € V* and z € T*, for some n > 0, then S =7, w.

Proof. This claim is established by induction on n > 0.
Basis. For n = 0, this claim obviously holds.

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length £, where 0 < ¢ < n.

Induction Step. Consider any derivation of the form
S=w =t g
where w € V* and z € T*. Since n+ 1 > 1, this derivation can be expressed as
S=tx=cgw=452

for some x € V. By the induction hypothesis, S =7, x.
Next, we consider all possible forms of x =g w, covered by the following two
cases—(i) and (ii).

(i) Application of (A —y, 0, F) € Pr. Let x = x]Axp, w = x1yxp, and r = (A — y, 0,
F) € Pr, so x =g w by r. This implies that alph(x;) N F = 0. By the initializa-
tion part of the construction, V*{A}V* € K, and by (1.1), A — (r,L) € P'. Since
alph(x;) CV and alph(xy) C V,
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X1Ax) =g X <I’, L)xz

By (1.2), (V —F)*{(r,L)}V* € K, and by (1.1), (r,L) — y € P'. Since alph(x;) 0
F=0,

x1(r,L)x2 =p x1yx2
which completes the induction step for (i).

(ii) Application of (A — y, 0, F) € Pg. Proceed by analogy with (i), but use rules
from (2) instead of rules from (1).

Observe that cases (i) and (i1) cover all possible forms of x =g w. Thus, the claim
holds. O

Define the homomorphism ¢ from V™* to V* as ¢(A) = A, for all A €N,
o((rL)) =A, forall r=(A—x,0,F) € P, o({r,R)) = A, for all r = (A — x,
0, F) € Pg,and ¢(a) =a,forallacT.

Claim 2. If S =% w =7, z, where w € V' and z € T*, for some n > 0, then S =
@(w).

Proof. This claim is established by.induction on n > 0.

Basis. For n = 0, this claim obviously holds.

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length £, where 0 < ¢ < n.

Induction Step. Consider any derivation of the form
S=0tlw =52
where w € V™* and z € T*. Since n+1 > 1, this derivation can be expressed as
S=hx=pgw=}z

for some x € V'*. By the induction hypothesis, S =, ¢(x). Next, we consider all
possible forms of x =g 'w, covered by the following four cases—(i) through (iv).

(i) Application of A — (r,L) € P/, introduced in (1.1). Let x = x1Axp, w = x1 (r,L)x2,
so x =g wby A — (r,L) € P, introduced in (1.1) fromr= (A —y,0, F) € P,.
Since @({r,L)) = A, the induction step for (i) follows directly from the induction
hypothesis.

(i) Application of A — (r,R) € P, introduced in (2.1). Proceed by analogy with (i).

(iii) Application of (r,L) —y € P/, introduced in (1.1). Let x = x (r,L)x, w = x1yx2,
(V—-F){(r,L)}V* € K such that x; € (V —F)" and x, € V*, so x =y w
by (r,L) — y € P/, introduced in (1.1) from r = (A — y, 0, F) € P.. Ob-
serve that x; € (V — F)* implies that @(x;) = x; and alph(x;) N F = 0. Since
@(x) = @(x1(r,L)x2) = x149(x2),
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X1AQ(x2) =6 x1y@(x2) by r

As @(w) = @(x1yx2) = x1y@(x2), the induction step is completed for (iii).
(iv) Application of (r,R) — y € P/, introduced in (2.1). Proceed by analogy with (iii).

Observe that cases (1) through (iv) cover all possible forms of x =y w. Thus, the
claim holds. O

Next, we prove that L(H) = L(G). Consider Claim 1 for w € T*. Then, S =, w
implies that S =} w. Hence, L(G) C L(H). Consider Claim 2 for w € T*. Then,
S =7; wimplies that S =7, @(w) =w, so L(H) C L(G). Consequently, L(H) = L(G),
and the theorem holds. O

Theorem 4.2.3. OFor = S
Proof. This theorem follows from Lemmas 4.2.1 and 4.2.2. O
Theorem 4.2.4. OFor ¢ =S¢

Proof. Reconsider the proof of Lemma 4.2.1. Observe that if G is propagating, then
sois H. Hence, S~¢ C OFor¢. Reconsider the proof of Lemma 4.2.2. Observe that
if G is propagating, then so is H. Hence, OFor ¢ C S7¢, and the theorem holds. O

We next turn our attention to one-sided forbidding grammars with the set of left
forbidding rules coinciding with the set of right forbidding rules. We prove that they
characterize the family of context-free languages.

Lemma 4.2.5. Let K be a context-free language. Then, there exists a one-sided for-
bidding grammar, G = (N, T, Py, Pg, S), satisfying P, = Pg and L(G) =K.

Proof. Let K be a context-free language. Then, there exists a context-free grammar,
H = (N, T, P, S), such that L(H) = K. Define the one-sided forbidding grammar

G= (N,T,P P.S)

where
P'={(A—x0,0)|A—xeP}

Clearly, L(G) = L(H) = K, so the lemma holds. 0

Lemma 4.2.6. Let G = (N, T, Py, P, S) be a one-sided forbidding grammar satis-
fying P, = Pg. Then, L(G) is context-free.

Proof. Let G = (N, T, Pr, Pg, S) be a one-sided forbidding grammar satisfying
P = Pg. Define the context free grammar H = (N, T, P/, S) with

P={A—x|(A—x,0,F)eP}
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Observe that since P;, = Pg, in the construction of P’ above, it is sufficient to con-
sider just the rules from Pr. As any successful derivation in G is also a successful
derivation in H, the inclusion L(G) C L(H) holds. On the other hand, let w € L(H)
be a string successfully generated by H. Then, there exists a successful leftmost
derivation of w in H (see Theorem 2.3.7). Observe that such a leftmost derivation
is also possible in G because the leftmost nonterminal can always be rewritten. In-
deed, P’ contains only rules originating from the rules in P, and all rules in Py are
applicable to the leftmost nonterminal. Thus, the other inclusion L(H) C L(G) holds
as well, which completes the proof. ad

Theorem 4.2.7. A language K is context-free if and only if there is a one-sided
forbidding grammar, G = (N, T, Pp, Py, S), satisfying K = L(G) and P, = Pg.

Proof. This theorem follows from Lemmas 4.2.5 and 4.2.6. O

Since erasing rules can be eliminated from any context-free grammar (see Theo-
rem 7.9 in [37]), we obtain the following corollary.

Corollary 4.2.8. Let G = (N, T, Pp, Pg, S) be a one-sided forbidding grammar sat-
isfying Pp = Pg. Then, there is a propagating one-sided forbidding grammar H such
that L(H) = L(G) — {€}. ad

The family of context-free languages is also characterized by left forbidding
grammars.

Theorem 4.2.9 (see Corollary 2 in [31]). LFor ¢ = LFor = CF

We conclude this section by several remarks closely related to the previous re-
sults. Recall that we have established an equivalence between one-sided forbidding
grammars and s-grammars. In [44], it is proved that special versions of s-grammars,
referred to as symmetric s-grammars, are equivalent to forbidding grammars. Re-
call that in a symmetric s-grammar, each selector is of the form X *YX*, where X
and Y are alphabets. In a forbidding grammar, the absence of symbols is checked
in the entire sentential form. Based on the achieved results, we see that one-sided
forbidding grammars form a counterpart to s-grammars just like forbidding gram-
mars form a counterpart to symmetric s-grammars. As symmetric s-grammars are
just special versions of s-grammars, we see that one-sided forbidding grammars are
at least as powerful as forbidding grammars. This result can be also proved directly,
as demonstrated next.

Theorem 4.2.10. For C OFor

Proof. Let G= (N, T, P, S) be a forbidding grammar. Without any loss of general-
ity, we assume that (A — w, 0, W) € P implies that A ¢ W (otherwise, such a rule



4.2 One-Sided Forbidding Grammars 36

would not be applicable in G). We next construct a one-sided forbidding grammar H
such that L(H) = L(G). Set R = {(r, 1), (r,2) | r € P} and define H as

H= (NUR,T,P,FR,S)

where P, and Pr are constructed in the following way. Initially, set P, =@ and Pgr =
(0. To complete the construction, apply the following three steps for each r = (A — x,
0O,W)eP

(1) add (A — (r,1),0, WUR) to Py;
(2) add ((r,1) — (r,2),0, W UR) to Pg;
(3) add ({r,2) — x, 0, R) to P;.

The simulation of every r = (A — x, 0, W) € P is done in three steps. First,
we check the absence of all forbidding symbols from W to the left of A by a rule
from (1). Then, we check the absence of all forbidding symbols from W to the right
of A by a rule from (2). By our assumption, A ¢ W, so we do not have to check the
absence of A in the current sentential form. Finally, we rewrite (r,2) to x by a rule
from (3). In all these steps, we also check the absence of all nonterminals from R.
In this way, we guarantee that only a single rule is simulated at a time (if this is not
the case, then the derivation is blocked). Based on these observations, we see that
L(H)=L(G). U

Observe that the construction in the proof of Theorem 4.2.10 does not introduce
any erasing rules. Hence, whenever G is propagating, so is H. This implies the
following result.

Theorem 4.2.11. For ¢ C OFor ¢ O

In [44], the question whether S7¢ = CS is explicitly formulated (see open prob-
lem (5) in [44]). As S~ € = OFor ¢ (see Theorem 4.2.4), we obtain a reformulation
of this longstanding open question.

Corollary 4.2.12. S ¢ = CS if and only if OFor ¢ = CS. O

It is worth pointing out that it is not known whether s-grammars or one-sided
forbidding grammars characterize RE either. From Theorem 4.2.3, we obtain the
following corollary.

Corollary 4.2.13. S = RE if and only if OFor = RE. O

Open Problem 4.2.14. What is the generative power of one-sided forbidding gram-
mars and s-grammars? Do they characterize RE? O
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4.3 One-Sided Permitting Grammars

Finally, we consider one-sided permitting grammars and their generative power. We
prove that CF C OPer ¢ C SC™%.

Lemma 4.3.1. CF C OPer ¢ C OPer

Proof. Clearly, CF C OPer ¢ C OPer. The strictness of the first inclusion follows
from Example 3.2.2. ad

Lemma 4.3.2. OPer ¢ C SC ¢

Proof. Let G = (N, T, P, Pg, S) be a propagating one-sided permitting grammar.
We next construct a propagating scattered context grammar H such that L(H) =
L(G). Define H as

H=(N,T,P.S)

with P’ constructed as follows:
(1) foreach (A —x,0,0) € PLUPg, add (A) — (x) to P';
(2) for each (A — x, {X1, X2, ..., Xy}, 0) € P, and every permutation (iy,i2,...,i,)
of (1,2, ...,n), where n > 1, extend P’ by adding

(XiUXig)--in A) — (Xi17Xi27"‘ ,Xin,X)

(3) for each (A — x,{Xi, X», ..., Xy, }, 0) € Pg and every permutation (i1,i2,...,in)
of (1,2, ...,n), where n > 1, extend P’ by adding

(A7Xi1,Xl'2, - 7Xi,,) — (x7X,~1,X,~2, - ,Xl'n)

Rules with no permitting symbols are simulated by ordinary context-free-like
rules, introduced in (1). The presence of permitting symbols is checked by scattered
context rules, introduced in (2) and (3), which have every permitting symbol to
the left and to the right of the rewritten symbol, respectively. Because the exact
order of permitting symbols in a sentential form is irrelevant in one-sided permitting
grammars, we introduce every permutation of the all permitting symbols. Based on
these observations, we see that L(H) = L(G). O

Theorem 4.3.3. CF C OPer € CSC ¢ CCS=0RC ¢

Proof. By Lemma 4.3.1, CF C OPer ¢. By Lemma 4.3.2, OPer ¢ C SC™¢. The
inclusion SC~¢ C CS follows from Theorem 2.3.18. Finally, CS = ORC ¢ follows
from Theorem 4.1.3. O
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Recall that the one-sided random context grammar from Example 3.2.2 is, in
fact, a propagating left permitting grammar. Since every left permitting grammar is
a special case of a one-sided permitting grammar, we obtain the following corollary
of Theorem 4.3.3.

Corollary 4.3.4. CF C LPer ¢ CSC * CCS=O0ORC ¢ O

In the conclusion of this chapter, we point out some consequences implied by the
results achieved above. Then, we formulate some open problem areas.

Corollary 4.3.5. RC"¢ Cc ORC ¢ C RC = ORC

Proof. These inclusions follow from Theorems 4.1.3 and 4.1.4 in this chapter and
from Theorem 2.3.14. a

Corollary 4.3.6. LFor ¢ = LFor C For ¢ C OFor ¢ C OFor

Proof. These inclusions follow from Theorems 4.2.10 and 4.2.9 in this chapter and
from Theorem 2.3.15. ad

The previous results give rise to the following four open problem areas.

Open Problem 4.3.7. Establish the relations between families Per ¢, LPer ¢, and
OPer ¢. What is the generative power of left random context grammars? O

Open Problem 4.3.8. Recall that Per ¢ = Per (see Theorem 2.3.14). Is it true that
OPer ¢ = OPer? O

Open Problem 4.3.9. Theorem 4.2.9 says that LFor—¢ = LFor. Is it also true that
OFor ¢ = OFor? 0

Open Problem 4.3.10. Does OPer ¢ = ORC ¢ hold? If so, then Theorem 4.3.3
would imply SC™¢ = CS and, thereby, solve a longstanding open question. ad



Chapter 5
Normal Forms

Formal language theory has always struggled to turn grammars into normal forms,
in which grammatical rules satisfy some prescribed properties or format because
they are easier to handle from a theoretical as well as practical standpoint. Concern-
ing context-free grammars, there exist two famous normal forms—the Chomsky
and Greibach normal forms (see [69]). In the former, every grammatical rule has
on its right-hand side either a terminal or two nonterminals. In the latter, every
grammatical rule has on its right-hand side a terminal followed by zero or more
nonterminals. Similarly, there exist normal forms for general grammars, such as the
Kuroda, Penttonen, and Geffert normal forms (see [46] and Section 2.3).

The present chapter establishes four normal forms for one-sided random context
grammars. The first of them has the set of left random context rules coinciding with
the set of right random context rules. The second normal form, in effect, consists in
demonstrating how to turn any one-sided random context grammar to an equivalent
one-sided random context grammar with the sets of left and right random context
rules being disjoint. The third normal form resembles the Chomsky normal form for
context-free grammars, mentioned above. In the fourth normal form, each rule has
its permitting or forbidding context empty.

This chapter is divided into Sections 5.1 through 5.4. Each section establishes
one of the above-mentioned normal forms of one-sided random context grammars.

5.1 First Normal Form

In the first normal form, the set of left random context rules coincides with the set
of right random context rules.

Theorem 5.1.1. Let G = (N, T, Py, Pg, S) be a one-sided random context grammar.
Then, there is a one-sided random context grammar, H = (N', T, P|, Py, S), such
that L(H) = L(G) and P = Py,

39
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Proof. Let G= (N, T, P, Pg, S) be a one-sided random context grammar, and let
S" #,$ be three new symbols not in N U T. Define the one-sided random context
grammar

H=(NU{S.#8$},T.P P.S)

with P’ constructed in the following way. Initially, set
P'={(8 —#5%,0,0),($ — &,{#},N),(# — £,0,0) }

Then, complete the construction by applying the following two steps

(1) foreach (A —w,U,W) € P, add (A —w, U, WU{$})toFP;
(2) foreach (A—w,U, W) € Pg,add (A — w, U, WU {#}) to P".

In H, the side on which the rules check the presence and absence of symbols
is not explicitly prescribed by their membership to a certain set of rules. Instead,
the two new symbols, $ and #, are used to force rules to check for their permitting
and forbidding symbols on a proper side. These two new symbols are introduced
by (S" — #S$, 0, 0), which is used at the very beginning of every derivation. There-
fore, every sentential form of H has its symbols placed between these two end mark-
ers. If we want a rule to look to the left, we guarantee the absence of $; otherwise,
we guarantee the absence of #. At the end of a derivation, these two new symbols
are erased by ($ — €, {#},N) and (# — ¢, 0, 0). The former rule checks whether,
disregarding #, the only present symbols in the current sentential form are termi-
nals. Observe that if (# — €, 0, @) is used prematurely, H cannot derive a sentence
because the presence of # is needed to erase $ by ($ — €, {#}, N). Based on these
observations, we see that L(H) = L(G). Since H has effectively only a single set of
rules, the theorem holds. O

Next, we show that Theorem 5.1.1 also holds if we restrict ourselves only to
propagating one-sided random context grammars.

Theorem 5.1.2. Let G= (N, T, Py, P, S) be a propagating one-sided random con-
text grammar. Then, there is a propagating one-sided random context grammar,
H=(N,T, P/, P, S), such that L(H) = L(G) and P| = P;.

Proof. We prove this theorem by analogy with the proof of Theorem 5.1.1, but we
give the present proof in a greater detail. Since H has to be propagating, instead
of # and $ as end markers, we use boundary symbols appearing in sentential forms.
To this end, we keep the leftmost symbol marked by * and the rightmost symbol
marked by “. If there is only a single symbol in the current sentential form, we mark
it by © At the end of every successful derivation, only terminals and two boundary
marked terminals are present. To produce a string of terminals, we unmark these
two marked terminals.
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Let G= (N, T, P, Pg, S) be a propagating one-sided random context grammar.
SetV=NUT,V={X|XecV},V= {X |XEV} and N = {A | A € N}. Without
any loss of generality, assume that V, V, V, and N are pairwise disjoint. Construct
the propagating one-sided random context grammar

H=(N,T,P P.S)

as follows. Initially, set N = NUV UV UN and P’ = 0. To keep the rest of the con-
struction as readable as possible, we introduce several functions. Define the function

# from 2V t0 22" as 7(0) = {0} and

fC({Al,Az, el ,An}) = {{41,142,.. . ,An}} U
{{A1Asie An}} U
{{A1,A2,.. . Ay} } U

{{A17A27 s 7An}}
Define the function 7 from 2V to 22" as 7(0) = {0} and

ﬁ:({AHAZ;-- 7An}) = {{A’l,Az,...,An}} U
{{A],A,z,...,An}} U
{{AlaAanaAn}} U

{{AI;AZ, LA

Define the function & from 2V t0 2V as (W) = WU{Y | Y € W} UV. Define the
function 6 from 2V to 2V as G(W) = WU{Y |Y e W} UV.
'To complete the construction, apply the following ten steps.

(1) Simulation of unit rules when there is only a single symbol present in the current
sentential form.

For each (A — B, 0, W) € P, U Pg, where B € N, add (A — B, 0, 0) to P'.

(2) Simulation of rules generating a single terminal when there is only a single sym-
bol present in the current sentential form.

For each (A — a,®, W) € P, UPg, where a € T, add (A — a, 0, 0) to P’.

(3) Simulation of rules forking the only symbol in the current sentential form into
two or more symbols.

For each (A — XwY, 0, W) € PLUPg, where X,Y € V, w € V*, add (/i — XwY,
0,0)to P'.

(4) Simulation of rules from Py, rewriting the leftmost nonterminal.

For each (A — Xw, 0, W) € P, where X € V, w € V*, add (A — Xw,0,0) to P'.
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(5) Simulation of rules from Pg rewriting the rightmost nonterminal.
For each (A — wX, 0, W) € P, where X € V, w € V*, add (A —wX,0,0)to P

(6) Simulation of rules from Py, rewriting the rightmost nonterminal.
For each (A —wX,U, W) € P, where X € V,w € V*, and every U’ € &(U), add
(A—wX, U, 6(W))toP.

(7) Simulation of rules from Py, rewriting a non-marked nonterminal.
For each (A — w, U, W) € P, where w € V*, and every U’ € 7t(U ), add (A — w,
U,5(W))toP.

(8) Simulation of rules from Pg rewriting the leftmost nonterminal.
For each (A — Xw, U, W) € Pg, where X € V,w € V*, and every U’ € #(U), add
(A— Xw,U', 6(W))to P

(9) Simulation of rules from Pg rewriting a non-marked nonterminal.
For each (A — w, U, W) € Pg, where w € V*, and every U’ € #(U ), add (A — w,
U,6(W)})toP.

(10) Unmark both boundary terminals if only terminals and marked terminals are

present.
For each a,c € T, add (a — a, 0, 0) and (¢ — ¢, {a}, N) to P".

Observe (i) through (vi), given next.

(1) Let S=X| =g X2 = - =¢ Xu = a be a derivation, where a € T, X; € N,
for all i, 1 < i < n, for some n > 1. Notice that every applied rule in such a
derivation in G has to have an empty permitting context; otherwise, it would not
be applicable. Then, there is

gZ)v(l :>HX2:>H~":>HX,ZZ>H(Z

by rules introduced in (1) and (2). Conversely, for every derivation in H by rules
from (1) and (2), there is a corresponding derivation in G.

(i1) Rules from P; used to rewrite the leftmost nonterminal of a sentential form and
rules from Pgr used to rewrite the rightmost nonterminal of a sentential form
have to have empty permitting contexts; otherwise, they would not be applica-
ble. Therefore, the assumption of empty permitting contexts in rules from P, and
Pg in (1) through (5) is without any loss of generality. Also, for the same reason,
the resulting rules, introduced to P’, have empty forbidding contexts.

(iii) Excluding case (i), every sentential form of H that has one or more nontermi-
nals is bounded by marked symbols. If the leftmost marked symbol is unmarked
prematurely by a rule of the form (a — a, 0, 0), introduced in (10), no sentence
can be obtained because the presence of a symbol marked by " is needed to un-
mark the rightmost symbol marked by ~ by a rule of the form (¢ — ¢, {a}, N),
introduced in (10).

(iv) The simulation of a rewrite of a nonterminal that is not the leftmost nor the right-
most symbol in the current sentential form by a rule from Py is done by rules
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from (6) and (7). To force the check to the left, the absence of all symbols marked
by “1s required. Analogously, by (8) and (9), the forced check to the right is done
by requiring the absence of all symbols marked by . Because of the previous
observation, this simulation is correct.

(v) Let S = w be a derivation in G, where w € T such that |w| > 2. Using the
corresponding rules introduced in steps (1) and (3) through (9) and then using
two rules from (10), it is possible to derive w in H.

(vi) Every derivation in H leading to a sentence containing more than one terminal is
of the form

S =7 A (by rules from (1))
=y XwY (by a rule from (3))
=7, 414y - - - ap—1dy (by rules from (4) through (9))
=g a1az - a,_1ay (by (cin — Ay, {dl},N) from (10))
=H aiay---az_1ay (by (d] — al,(i),@) from (10))

where Ae N, X, Y € V,weV* aq;€ T, foralli, 1 <i<n,forsomen>2.Such
a derivation is also possible in G (of course, without marked symbols and the last
two applied rules).

Based on these observations; we see that L(H) = L(G). Since H has effectively
only a single set of rules, the theorem holds. O

5.2 Second Normal Form

The second normal form represents a dual normal form to that in Theorems 5.1.1
and 5.1.2. Indeed, we show that every one-sided random context grammar can be
turned into an equivalent one-sided random context grammar with the sets of left
and right random context rules being disjoint.

Theorem 5.2.1. Let G = (N, T, Py, Pg, S) be a one-sided random context grammar.
Then, there is a one-sided random context grammar, H = (N', T, P}, P}, S), such
that L(H) = L(G) and P; NP}, = 0. Furthermore, if G is propagating, then so is H.

Proof. Let G= (N, T, P, Pg, S) be a one-sided random context grammar. Construct
H=(N'T,P,P,S)
where
N =NU{L,R}

Pl ={(A—x,UWU{LY) | (A—>x,UW)eP)}
Ph={(A—=x,UWU{RY) | (A= x,UW) e P}
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Without any loss of generality, we assume that {L,R} N (NUT) = 0. Observe that
the new nonterminals L and R cannot appear in any sentential form. Therefore, it is
easy to see that L(H) = L(G). Furthermore, observe that if G is propagating, then
so is H. Since P N Py = 0, the theorem holds. 0

5.3 Third Normal Form

The third normal form represents an analogy of the well-known Chomsky normal
form for context-free grammars. However, since one-sided random context gram-
mars with erasing rules are more powerful than their propagating versions, we allow
the presence of erasing rules in the transformed grammar.

Theorem 5.3.1. Let G = (N, T, P, Pg, S) be a one-sided random context grammar.
Then, there is a one-sided random context grammar, H = (N, T, P|, Py, S), such
that L(H) = L(G) and (A — x,U,W) € P; U Py implies that x € N'N'UT U {e}.
Furthermore, if G is propagating, then so is H.

Proof. Let G= (N, T, P, P, S) be a one-sided random context grammar. Set V =
NUT and T = {a | a € T}. Define the homomorphism 7 from V* to (NUT)* as
7(A) = A for each A € N, and 7(a) = a for each a € T. Let ¢ be the length of the
longest right-hand side of a rule from P U Pg. Set

M={)|yev 2<p|<t-1}

Without any loss of generality, we assume that V, T, and M are pairwise disjoint.
Construct
H= (N'T,P,Pg,S)

as follows. Initially, set

N =NUTUM

Pl={A=>x,UWUM)|(A—x,UW)eP,xeTU{e}} U
{A—=1(x), U WUM) | (A—x,UW)eEP,xeVV}U
{(@d—a,0,0) |acT}

Po={(A—=x,UWUM)|(A—x,UW)eP,xcTU{e}}U
{(A—=1(x),UWUM)|(A—x,UW)€EPr,xeVV}

Perform (1) and (2), given next.

(1) For each (A — X1 Xp---X,,,U,W) € P, where X; € V fori=1,2,...,n, for some
n>3,

o add (A — (X;X5--- X, 1)7(X,),U,WUM) to P}
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e add (<X1X2~~Xn_1> — <X|X2‘~-Xn_2>T(Xn_1),@,M) to Pi;

e add (<X1X2> — T(Xle),@,M) to PIC'

(2) For each (A — X1 X, ---X,,,U,W) € Pg, where X; € V fori=1,2,...,n, for some
n>3,

e add (A — <X1X2-"Xn_1>T(Xn),U,WUM) to P}/Q;
e add (<X1X2~--Xn_1> — <X1X2-~-Xn_2>T(Xn_1),0,M) to PI/Q;

e add (<X1X2> — ’L'(XIXz),@,M) to PI/Q'

To give an insight into the construction, notice that rules whose right-hand side
is either a terminal or the empty string are directly added to P/ and Py in the ini-
tialization part of the construction. When the right-hand side of a rule has two sym-
bols, their homomorphic image (with respect to 7) is used, which results in the new
right-hand side being formed by two nonterminals, even if the original right-hand
side contained terminals. Barred nonterminals are rewritten to their corresponding
terminals by rules of the form (@ —a,0,0), introduced in the initialization part of
the construction. Notice that their permitting and forbidding contexts can be empty.

Rules with more than two symbols on their right-hand side are simulated in
a several-step way by rules from (1) and (2). Compound nonterminals of the
form (X1 X, ---X,), where each X; is a symbol, are used to satisfy the required form
of every rule in P, UPI/Q. Each rule from (1) and (2) forbids the presence of these
compound symbols to the left (or right) of the rewritten nonterminal to ensure a
proper simulation.

Based on these observations, we see that L(H) = L(G). Moreover, observe that if
G is propagating, then so is H. Since H is of the required form, the theorem holds.

O

5.4 Fourth Normal Form

In the fourth normal form, every rule has its permitting or forbidding context empty.

Theorem 5.4.1. Let G = (N, T, Pr, Pr, S) be a one-sided random context gram-
mar. Then, there is a one-sided random context grammar, H = (N', T, P], Py, S),
such that L(H) = L(G) and (A — x,U,W) € P| UPy implies that U =0 or W = 0.
Furthermore, if G is propagating, then so is H.

Proof. Let G = (N, T, P, Pg, S) be a one-sided random context grammar. Set V =
NUT and
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F={(rd,i)|r=(A—x,UW)€P;dec{LR},ic{1,2}}
Without any loss of generality, we assume that F NV = (. Construct
H=(N'T,P P,S)

as follows. Initially, set N' = NUF, P, =0, and P; = 0. Perform (1) and (2), given
next.

(1) Foreachr= (A —x,U,W) € P,

(1.1) add (A — (r,L,1),0,F) to Ph;
(1.2) add ((r,L,1) — (r,L,2),0,W UF) to P.;
(1.3) add ((r,L,2) — x,U,0) to P;.

(2) Foreach r = (A — x,U,W) € Pg,

(2.1) add (A — (,R,1),0,F) to P}
(2.2) add ((r,R,1) — (r,R,2),0,W UF) toPh;
(2.3) add ((r,R,2) — x,U,0) to P}.

To give an insight into the construction, notice that a single rule from P, and Pg
is simulated in three steps by rules introduced in (1) and (2), respectively. As we
cannot check both the presence and absence of symbols in a single step, we split
this check into two consecutive steps. Clearly, L(G) C L(H), so we only prove that
L(H) C L(G).

Observe that if we apply the three rules from (1) in H, then we can apply the
original rule in G. A similar application can be reformulated in terms of (2). There-
fore, it remains to be shown that H cannot generate improper sentences by invalid
intermixed simulations of more than one rule of G at a time. In what follows, we
consider only simulations of rules from Py ; rules from Pr are simulated analogously.

Let us consider a simulation of some r = (A — x,U,W) € P. Observe that the
only situation where an improper simulation may occur is that after a rule from (1.2)
is applied, another simulation takes places which transforms a nonterminal to the
left of (r,L,2) that is not in U into a nonterminal that is in U. To investigate this
possibility, set V' = N'UT and consider any successful derivation in H, S =5 %
where z € L(H). This derivation can be written in the form

S=Lw=py=5z

where w = wi(r,L,1)wp, y = wi(r,L,2)ws, and wi,w, € V'*. Since w = y by
((r,L,1) — (r,L,2),0,W UF), introduced to P; in (1.2) from r,

alph(w))N(WUF) =0
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From the presence of (r,L,2), no rule from (1) is now applicable to w;. Let
wi =w)Bw{ and (B— (s,R,1),0,F) € P/, introduced in (2.1) from some s = (B —
v,X,Y) € Pg such that B ¢ U and

alph(v) N (U —alph(wy)) # 0

This last requirement implies that by successfully simulating s prior to r, we neces-
sarily end up with an invalid simulation of r. Then,

wiBW{ (r,L,2)wy =g Wi (s, R, )W/ (r,L,2)w»

Since (s,R, 1) cannot be rewritten to (s,R,2) by a rule from (2.2) because (r,L,2)
occurs to the right of (s, R, 1), we can either

(a) correctly finish the simulation of r by rewriting (r, L,2) to x (recall that B ¢ U) or
(b) rewrite some nonterminal in w} or w/.

However, observe that in (b), we end up in the same situation as we are now.

Based on these observations, we see that no invalid intermixed simulations of
more than one rule of G at a time are possible in H. Hence, L(H) C L(G),so L(H) =
L(G). Clearly, (A — x,U,W) € P, U Py, implies that U = @ or W = 0. Furthermore,
observe that if G is propagating, then so is H. Thus, the theorem holds. O

We conclude this section by suggesting an open problem.

Open Problem 5.4.2. Let G = (N, T, P., Pg, S) be a one-sided random context
grammar, and consider the following four normal forms

(I) either P, =0 or Pr = 0;
(1) (A — x,U,W) € P U Pg implies that card(U) + card(W) < 1;
(IIT) P, =0 and (A = x,U,W) € Pg implies that W = 0;
(IV)Pr =0 and (A — x,U,W) € P, implies that W = 0.

Can we turn G into an equivalent one-sided random context grammar in any of the
above-mentioned forms? O



Chapter 6
Reduction

Recall that one-sided random context grammars characterize the family of recur-
sively enumerable languages (see Theorem 4.1.4). Of course, it is more than natural
to ask whether the family of recursively enumerable languages is characterized by
one-sided random context grammars with a limited number of nonterminals or rules.
The present chapter, consisting of three sections, gives an affirmative answer to this
question.

More specifically, in Section 6.1, we prove that every recursively enumerable lan-
guage can be generated by a one-sided random context grammar with no more than
ten nonterminals. In addition, we show that an analogous result holds for thirteen
nonterminals in terms of these grammars with the set of left random context rules
coinciding with the set of right random context rules.

Then, in Section 6.2, we approach the discussion concerning the reduction of
these grammars with respect to the number of nonterminals in a finer way. In-
deed, we introduce the notion of a right random context nonterminal, defined as
a nonterminal that appears on the left-hand side of a right random context rule,
and demonstrate how to convert any one-sided random context grammar G to an
equivalent one-sided random context grammar H with two right random context
nonterminals. We also explain how to achieve an analogous conversion in terms
of propagating versions of these grammars (recall that they characterize the family
of context-sensitive languages, see Theorem 4.1.3). Similarly, we introduce the no-
tion of a left random context nonterminal and show how to convert any one-sided
random context grammar G to an equivalent one-sided random context grammar H
with two left random context nonterminals. We explain how to achieve an analogous
conversion in terms of propagating versions of these grammars, too.

Apart from reducing the number of nonterminals, we reduce the number of rules.
More specifically, in Section 6.3, we prove that any recursively enumerable lan-
guage can be generated by a one-sided random context grammar having no more
than two right random context rules. As a motivation behind limiting the number of
right random context rules in these grammars, consider left random context gram-
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mars, which are one-sided random context grammars with no right random context
rules (see Section 3). Recall that it is an open question whether these grammars are
equally powerful to one-sided random context grammars (see Open Problem 4.3.7).
To give an affirmative answer to this question, it is sufficient to show that in one-
sided random context grammars, no right random context rules are needed. From
this viewpoint, the above-mentioned result may fulfill a useful role during the solu-
tion of this problem in the future.

The results sketched above can be also seen as a contribution to the investiga-
tion concerning the descriptional complexity of formal models, which represents
an important trend in today’s formal language theory as demonstrated by several
recent studies (see [11, 13, 23-26, 36, 53, 55, 56, 59, 61, 62, 76, 90, 104]). As an
important part, this trend discusses the nonterminal complexity of grammars—an in-
vestigation area that is primarily interested in reducing the number of nonterminals
in grammars without affecting their power. So, the results mentioned above actu-
ally represent new knowledge concerning the descriptional complexity of one-sided
random context grammars.

6.1 Total Number of Nonterminals

In this section, we prove that every recursively enumerable language can be gener-
ated by a one-sided random context grammar H that satisfies one of conditions (I)
and (II), given next.

(I) H has ten nonterminals (Theorem 6.1.1).
(II) The set of left random context rules of H coincides with the set of right random
context rules, and H has thirteen nonterminals (Corollary 6.1.2).

Theorem 6.1.1. Let K be a recursively enumerable language. Then, there is a one-
sided random context grammar, H = (N, T, P, P, S), such that L(H) = K and
card(N) = 10.

Proof. Let K be arecursively enumerable language. Then, by Theorem 2.3.11, there
is a phrase-structure grammar in the Geffert normal form

G = ({S,A,B,C},T,PU{ABC — €},S5)

satisfying L(G) = K. We next construct a one-sided random context grammar H
such that L(H) = L(G). Set N={S, A, B,C},V=NUT,and N = {S, A, B, C,
A, A, B, B, C, #}. Without any loss of generality, we assume that ({A, A, B, B, C,
#})NV = 0. Construct

H=(N'T,P.,PR,S)
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in the following way. Initially, set P, = @ and Pg = @. Perform the following seven
steps

(1) for each S — uSa € P, where u € {A,AB}* anda € T,

_____
_____

_____

(4) add (A — A, 0, NU{A, B, C, #}) to Pr;

add (B — B,0,NU{A, B, C, #}) to P.;

add (A — A, 0, NU{A, B,C,#}) to P.;

add (B — B, {A}, NU{B, C, #}) to P;
add (C — C, {A, B}, NU{C, #}) to Py;

(5) add (B — €, {C}, {S, A, B, A, B}) to Pg;
add (A — &, {C}, {S,A, B, A, B}) to Pg;
add (C —€,0,NU {A, B, C, #}) to Pr;

(

_____

(6) add (A — A, 0, {S, A, B, A, B, C}) 10 Pg;

_____

(7) add (# —€,0,N') to Pp.

Before proving that L(H) = L(G), let us informally describe the purpose of rules
introduced in (1) through (7). H simulates the derivations of G that satisfy the form
described in Theorem 2.3.12. The context-free rules in P are simulated by rules
from (1) through (3). The context-sensitive rule ABC — € is simulated in a several-
step way. First, rules introduced in (4) are used to prepare the erasure of ABC. These
rules rewrite nonterminals from the left to the right. In this way, it is guaranteed that
whenever 4, B, and C appear in a sentential form, then they form a substring of
the form ABC. Then, rules from (5) sequentially erase B, A, and C. Finally, rules
from (6) convert barred nonterminals back to their non-barred versions to prepare
another simulation of ABC — ¢; this conversion is done from the right to the left.
For example, AABCBCab =g ABCab is simulated by H as follows:

AABCBC#ai#th =y AABCBCHatb
=1 AABCBC#aitb
=y AABCBC#atb
= AABCBC#aitb
=y AACBC#attb
= ACBC#attb
=y ABC#atth
=y ABCHatth

Symbol # is used to ensure that every sentential form of H is of the form wiw,,
where wy € (N’ — {#})* and w, € (T U{#})*. Since permitting and forbidding con-
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texts cannot contain terminals, a mixture of symbols from 7 and N in H could
produce a terminal string out of L(G). For example, observe that AaBC =}, a by
rules from (4) and (5), but such a derivation does not exist in G. #s can be elimi-
nated by an application of rules from (7), provided that no nonterminals occur to
the left of # in the current sentential form. Consequently, all #s are erased at the end
of every successful derivation.

To establish the identity L(H) = L(G), we prove two claims. Claim 1 shows
how derivations of G are simulated by H. This claim is then used to prove that
L(G) C L(H). Set V' = N'UT. Define the homomorphism ¢ from V* to V'* as
o(X)=X,forall X € N, and ¢(a) =#a, forallac T.

Claim 1. If S =} x =z, where x € V* and z € T*, for some n. 2> 0, then S = ¢(x).

Proof. This claim is established by induction on n > 0.
Basis. For n = 0, this claim is clear.

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length ¢, where 0 < ¢ < n.

Induction Step. Consider any derivation of the form
S=itlw=te
where w € V* and z € T*. Since n+1 > 1, this derivation can be expressed as
S=tx=cgw=42

for some x € V. Without any loss of generality, we assume that x is of the form
X = X1x2x3x4, Where x1 € {A, AB}*, xp € {S, €}, x3 € {BC, C}*, and x4 € T* (see
Theorem 2.3.12 and [29]).

Next, we consider all possible forms of x =g w, covered by the following four
cases—(i) through (iv).

(1) Application of S — uSa € P. Let x = x1Sx3x4, w = xjuSaxzx4, and S — uSa € P,
where x1, u € {A, AB}*, x3, v € {BC, C}*, x4 € T*, and a € T. Then, by the
induction hypothesis,

S :>}<-I (p(X1SX3X4)

By (1), (S — uS#a, 0, {A, B, A, B, C, #}) € P,. Since @ (x1Sx3x4) = x15¢ (x3x4)

_____

x18Q(x3xs) =g x uS#a@(x3xy)

As @ (xjuSaxsxs) = xjuS#a@(x3x4), the induction step is completed for (i).
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(i1) Application of S — uSv € P. Let x = x1Sx3x4, w = x1uSvx3x4, and S — uSv € P,
where x1, u € {A, AB}*, x3,v € {BC, C}*, and x4 € T*. To complete the induction
step for (ii), proceed by analogy with (1), but use a rule from (2) instead of a rule
from (1).

(ii1) Application of S — uv € P. Let x = x1Sx3x4, w = X1uvx3x4, and S — uv € P, where
x1, u € {A, AB}*, x3, v € {BC, C}*, and x4 € T*. To complete the induction step
for (ii1), proceed by analogy with (i), but use a rule from (3) instead of a rule
from (1).

(iv) Application of ABC — €. Let x = xjABCx3x4, w = x1x3X4, Where x| € {A, AB}*,
x3 € {BC, C}*, and x4 € T*, so x =g w by ABC — €. Then, by the induction
hypothesis,

S :>}<-I QD(X1ABCX3X4)

Letx; =X1X; - - - X;, where k = | x| (the case when k = 0 means that x; = €). Since
@ (x1ABCx3x4) = x]ABC@(x3x4) and alph(x;) C N, by rules introduced in (4),

X1X5-- -XkABC(p(X3X4) =H X1X2 .. ~XkABC(p(X3X4)
=n X1 X2 XkABCQ(x3x4)

=u X1 X> - X ABCQ(x3x4)
=H X1X2 . ~XkABC(p(X3X4)
=n X1 X2 X ABC(x3x4)
= X1 X, 'XkAEC(P(XSJM)

Let %] = X1 X5 --- X;. Since alph(@(x3x4)) N {S, A, B, A, B} = 0, by rules intro-
duced in (5), . A
X]AéC([)(X3X4) =H X114~é(p(X3X4)
=>H X1C(p(X3)C4)
=H X10(x3x4)

Finally, by rules from (6),

X19(x3xa) =p Xi - X1 X 9 (x3%4)
=8 X1 X1 X @ (x3x4)

=u X1 X1 X (x3x4)

Recall that x; = X -+ - Xi_ 1 Xk. Since @(xjx3x4) = x1¢(x3x4), the induction step
is completed for (iv).

Observe that cases (i) through (iv) cover all possible forms of x = w. Thus, the
claim holds. U
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Claim 2 demonstrates how G simulates derivations of H. It is then used to prove
that L(H) C L(G). Define the homomorphism 7 from V"* to V* as w(X) = X, for
allX €N, n(A) = n(A) =A, n(B) = n(B) =B, n(C) = C, n(a) = a, foralla € T,
and 7(#) = €. Define the homomorphism 7 from V'* to V* as 7(X) = n(X), for all

XcV' —{A, B,C},and t(A) = 1(B) = 7(C) = &.

Claim 2. Let S =, x =}, z, where x € V"™ and z € T*, for some n >.0. Then, x =
x1x2x3x4%5, where x; € {A, BY*, x, € {A, B}*, x3 € {S, ABC, ABC, ABC, AC, C, ¢},

x4 € {B, C}*, and xs € (T U{#})*. Furthermore,

(a) ifx3 € {S, €}, then S =, w(x);

(b) ifx3 € {ABC, ABC, ABC}, then x, = € and S = 7(x);
(c)ifx3 € {AC, C}, then x, = € and S =, ©(x).

Proof. This claim is established by induction on n > 0.

Basis. For n = 0, this claim is clear.

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length ¢, where 0 </ < n.

Induction Step. Consider any derivation of the form
S=nlyw =% e
where w € V/* and z € T*. Since n+ 1 > 1, this derivation can be expressed as
S=hx=gw=5z

for some x.€ VT, By the induction hypothesis, x = x| x,x3x4x5, where x| € {A, B}*,
xy € {A, B}, x3 € {S,ABC,ABC,ABC,AC,C, e}, x4 € {B,C}*,and x5 € (TU{#})*.
Furthermore, (a) through (c), stated in the claim, hold.

Next, we consider all possible forms of x =g w, covered by the following five
cases—(i) through (v).

(i) Application of a rule from (1). Let x3 = S, x; = x4 = €, and (S — uS#a, 0, {A, B,
A,B,C,#}) € P, introduced in (1), where u € {A,AB}* and a € T, so

X28x5 =g xouSH#axs

Observe that if x4 # €, then w =7, z does not hold. Indeed, if x4 # €, then to
erase the nonterminals in x4, there have to be As in x,. However, the # symbol,
introduced between x; and x4, blocks the applicability of (C — C, {A, B}, NU{C,
#}) € P, introduced in (4), which is needed to erase the nonterminals in x4. Since
(# — €, 0, N') € P, introduced in (7), requires that there are no nonterminals to
the left of #, the derivation cannot be successfully finished. Hence, x4 = €. Since
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u € {A, B} and #a € (T U {#})*, xouS#axs is of the required form. As x3 = S,
S =¢ m(x). Observe that £(x) = w(x2)S7(x5). By (1), S — uSa € P, so

7T(x2)S7(x5) =G w(xp)uSam(xs)

Since 7(x;)uSam(xs) = mw(xuS#axs) and both AC and C are not substrings
of xouS#axs, the induction step is completed for (i).

(ii) Application of a rule from (2). Let x3 = S, x; = €, and (S — uSv, 0, {A, B, A, B,
C, #}) € P, introduced in (2), where u € {A,AB}* and v € {BC, C}*, so

X28X4X5 = g XpuSVX4X5

To complete the induction step for (ii), proceed by analogy with (i), but use § —
uSv € P instead of § — uSa € P. Observe that x4 may be nonempty in this case.

_____

#}) € P, introduced in (3), where u € {A,AB}* and v € {BC, C}*, so
X2S8X4X5 = g XoUVX4X5

To complete the induction step for (ii1), proceed by analogy with (i), but use
S — uv € P instead of S — uSa € P. Observe that x4, may be nonempty in this
case.

(iv) Application of a rule from (5). Letx3 € {ABC, AC, C}. By the induction hypoth-
esis (more specifically, by (b) and (c)), x, ='€. Then, there are three subcases,
depending on what x3 actually is.

(iv.i) Let x3 = ABC. Then, x;ABCxyxs =5 x1ACxuxs by (B — &, {C}, {S, A,
B, A,/B}) € Pg, introduced in (5). Observe that this is the only applica-
ble rule from (5). By the induction hypothesis, S =, 7(x). Since 7(x) =
n(xl)ABCn(X4x5),

7r(x1 )ABC?'C()C4X5) =G 7'[()61 )71'()64)65)

by ABC — €. As w = x;ACx4xs is of the required form and 7(x; )7 (xsxs5) =
7(w), the induction step is completed for (iv.i).

(iv.ii) Letx3 =AC. Then, x;ACxsx5s =5 x;Cx4xs by (A — €, {C}, {S,A, B,A, B}) €
Pg, introduced in (5). Observe that this is the only applicable rule from (5). By
the induction hypothesis, S = T(x). As w = x1Cx4xs is of the required form
and 7(x) = 7(w), the induction step is completed for (iv.ii).

(iv.iii) Let x3 = C. Then, x;Cx4xs =g x1x4x5 by (C — €,0, NU{A, B, C, #}) € Py,
introduced in (5). Observe that this is the only applicable rule from (5). By the
induction hypothesis, S = 7(x). As w = x1x4x5 is of the required form and
7(x) = t(w), the induction step is completed for (iv.iii).
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(v) Application of a rule from (4), (6), or (7). Let x =g w by a rule from (4), (6),
or (7). Observe that x3 ¢ {AC‘, C} has to hold; otherwise, none of these rules
is applicable. Indeed, if x3 € {AC’ , C}, then x, = £ by the induction hypothesis
(more specifically, by (c)), which implies that no rule from (4) is applicable.
Also, x3 € {AC, C} would imply that no rule from (6) and (7) is applicable.
Therefore, S =, m(w) follows directly from the induction hypothesis (obviously,
m(w) = m(x), and since x3 ¢ {AC, C}, S =, m(x) by the induction hypothesis).
As w is clearly of the required form, the induction step is completed for (v).

Observe that cases (i) through (v) cover all possible forms of x =g w. Thus, the
claim holds. U

We next prove that L(H) = L(G). Consider Claim L for x € T*. Then, S =7, ¢(x).
Letx = aja; - - - ai, where k = |x| (the case when k = 0 means thatx = €), so @(x) =
#a#ay - - -#ay. By (7), (# — €, 0, N') € P.. Therefore,

#a#ay - - -#a, =g a1#ay - - #ay
=y aiay---#a;

=H a1a---ag

Hence, x € L(G) implies that x € L(H ), so L(G) C L(H).

Consider Claim 2 forx € T*. Then, S =, 7(x). Since x € T*, w(x) = x. Hence,
x € L(H) implies thatx € L(G), so L(H) C (G)

The two inclusions, L(G) C L(H) and L(H) C L(G), imply that L(H) = L(G).
As card(N") =10, the theorem holds. O

Let G = (N, T, P, Pg, S) be a one-sided random context grammar. Recall that in
the proof of Theorem 5.1.1, a construction of a one-sided random context grammar,
H=(NT, P, P, §),satistying L(H) = L(G) and P, = Py, is given. Observe that
this construction introduces three new nonterminals—that is, card(N') = card(N) +
3. Therefore, we obtain the following corollary.

Corollary 6.1.2. Let K be a recursively enumerable language. Then, there is a one-
sided random context grammar, H = (N, T, Py, P, S), such that L(H) = K, P, = Py,
and card(N) = 13. O

6.2 Number of Left and Right Random Context Nonterminals

In this section, we approach the discussion concerning the reduction of one-sided
random context grammars with respect to the number of nonterminals in a finer
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way. Indeed, we introduce the notion of a right random context nonterminal, de-
fined as a nonterminal that appears on the left-hand side of a right random context
rule, and demonstrate how to convert any one-sided random context grammar G to
an equivalent one-sided random context grammar H with two right random context
nonterminals. We also explain how to achieve an analogous conversion in terms
of propagating versions of these grammars (recall that they characterize the family
of context-sensitive languages, see Theorem 4.1.3). Similarly, we introduce the no-
tion of a left random context nonterminal and show how to convert any one-sided
random context grammar G to an equivalent one-sided random context grammar H
with two left random context nonterminals. We explain how to achieve an analogous
conversion in terms of propagating versions of these grammars, too.
First, we define these two new measures formally.

Definition 6.2.1. Let G = (N, T, P, Pg, S) be a one-sided random context grammar.
If (A—x, U, W) € Pg, then A is a right random context nonterminal. The number
of right random context nonterminals of G is denoted by nrren(G) and defined as

nrren(G) = card ({A | (A — x,U,W) € Pr}) 0

Left random context nonterminals and their number in a one-sided random con-
text grammar are defined analogously.

Definition 6.2.2. Let G= (N, T, P., Pg, S) be a one-sided random context grammar.
If (A— x, U, W) € P, then A is a left random context nonterminal. The number of
left random context nonterminals of G is denoted by nlren(G) and defined as

nlren(G) = card({A | (A = x,U,W) € P}) 0

Next, we prove that every recursively enumerable language can be generated
by a one-sided random context grammar H that satisfies one of conditions (I)
through (III), given next.

(I) H has four right random context nonterminals and six left random context non-
terminals (Corollary 6.2.3).
(I) H has two right random context nonterminals (Theorem 6.2.5).
(II) H has two left random context nonterminals (Theorem 6.2.6).

In addition, we demonstrate that every context-sensitive language can be gener-
ated by a propagating one-sided random context grammar H with either two right
random context nonterminals (Theorem 6.2.8), or with two left random context non-
terminals (Theorem 6.2.9).

Observe that the construction in the proof of Theorem 6.1.1 implies the following
result concerning the number of left and right random context nonterminals.
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Corollary 6.2.3. Let K be a recursively enumerable language. Then, there is a
one-sided random context grammar, H = (N, T, Pr, P, S), such that L(H) = K,
nrren(H) = 4, and nlren(H) = 6. O

Considering only the number of right random context nonterminals, we can im-
prove the previous corollary as described in the following lemma.

Lemma 6.2.4. Let G be a one-sided random context grammar. Then, there is a one-
sided random context grammar H such that L(H) = L(G) and nrren(H) = 2.

Proof. Let G = (N, T, Pr, Pr, S) be a one-sided random context grammar. We
next construct a one-sided random context grammar H such that L(H) = L(G) and
nrren(H) =2.SetV =NUT,

R={(ni)|reprg,i=12}

and
sR={($,ri) |repr,i=1,2}

Without any loss of generality, we assume that R, 4R, {S', #, #,, $}, and V are
pairwise disjoint. Construct

H=(N,T,P PS5

as follows. Initially, set N = N URUgRU {#, #2, $, S'}, P, =0, and P4 = 0. Fur-
thermore, set N = N’ — N. Perform (1) through (3), given next.

(1) Add (S" — 5$,0,0) and ($ — €,0,N') to P}.
(2) For each (A —y, U, W) € P.,add (A—y,U, WUN) to P}.
(3) Foreachr= (A — y, U, W) € Pg,

(3.1) add (A — (r, 1),0, N) to P}
(3.2 add ($ — (3, r, 1), {{r, )}, N—{(r, 1)}) to P;
(3.3) add ((r, 1) — #,, 0, N) to P,
(3.4) add (#, — (r,2), {{$, . N}, N—{($, . 1
(3.5) addgéﬂi r1) =82, {(rn2)},N {<
(
(

)}) to Pg;
r,2)}) to Pl
(3.6) add ((r, 2) — #5,0, N) to P};

(3.7) add (#p =y, UU{($, r, 2)}, WU (N — {($, 1, 2)})) to Pg;
(3.8) add (($,r,2) —+$,0,N) to P,.

Before proving that L(H) = L(G), let us informally describe the purpose of rules
introduced in (1) through (3). The two rules from (1) are used to start and finish
every derivation in H. As we want to reduce the number of right random context
nonterminals, rules from P, are simulated directly by rules from (2). An applica-
tion of a single rule of G from Pg, r = (A — y, U, W) € Pg, is simulated by rules
introduced in (3) in an eight-step way.
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During the simulation of applying r, the very last symbol in sentential forms of H
always encodes r for the following two reasons. First, as G can contain more than
two right random context nonterminals, whenever a nonterminal is rewritten to #;
or #;, we keep track regarding the rule that is being simulated. Second, it rules out
intermixed simulations of two different rules from Pg, r = (A — y, U, W) € Pg and
=A@ =y, U, ,W)ePg, where r £7r.

The only purpose of two versions of every compound nonterminal in angular
brackets and the symbols #;, #, is to enforce rewriting ($, r, i) back to $ before
another rule from P is simulated. In this way, we guarantee that no terminal string
out of L(G) is generated.

To establish the identity L(H) = L(G), we prove four claims. Claim | shows how
H simulates the application of rules from Py, and how G simulates the application
of rules constructed in (2).

Claim 1. In G, x1Axy =¢ x1yx2 by (A =y, U, W) € P, where x1, xo € V*, if and
only if in H, x1Ax2$ =p x1yx2$ by (A — y, U, WUN) € P}, introduced in (2).

Proof. Notice that as x; € V*, alph(x;) NN = 0. Thus, this claim holds. O

Claim 2 shows how H simulates the application of rules rules from Pg, and how
G simulates the application of rules constructed in (3).

Claim 2. In G, x1Ax; =¢ x1yx2 by r= (A — y, U, W) € Pg, where x1, x, € V¥, if
and only if in H, x]Ax>$ :>§I x1yx2$ by the eight rules introduced in (3) from r.

Proof. The proof is divided into the only-if part and the if part.

Only If. Let xjAxy =g x1yxa by r= (A — y, U, W) € Pg, where x1, x, € V*. By (3.1),
(A— (r, 1),0,N) € P|. As alph(x;) "N =0,

)C1AX2$ = H X1 <r, 1>x2$

By (3.2), (§ = (8, . 1), {{r, D}, N—{(r, )}) € P[. As (r, 1) € alph(x;(r, 1)x2)
and alph(x(r, )xp) (N — {(r, 1)}) = 0,

X1 <V, 1>X2$ =H X] <I”, 1>X2<$,I”, 1>
By (3.3), ((r, 1) — #,0, N) € P,. As alph(x;) "N =0,
xi(r, )x2($, 1 1) = xi#1x2(8,1,1)

By 3.4), (#1 — (r, 2), {($, r, _1>}, N—{($,r, )}) € P,. As ($, r, 1) € alph(x, (8,
r, 1)) and alph(x2($, r, 1))N(N = {($, r, 1)}) = 0,

xi#1x0(8,n 1) =g x1(r,2)x($,r,1)
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By (3.5, (($, 7. 1) = (8, 1.2), {{(r.2) , N—{(r, 2)}) € P. As {(r, 2)} € alph(x: (r,
2)x7) and alph(x; (r, 2)x) N (N —{(r,2)}) =0,

X1 <r7 2>X2<$, r, 1> =H X1 <I’, 2>X2<$, r, 2>
By (3.6), ((r,2) — #,,0, N) € P/. As alph(x;) "N =0,
x1(r,2)x2($,1,2) =g x1#2x2($,1,2)

By (3.7), (fr =y, UU{($, . 2)}, WU (N —{($, 1, 2)})) € Pp. As (WU{(8, r,
2)}) C alph(xx($, r, 2)) and alph(x2($, r, 2)) N (WU (N — {($, r, 2)})) = 0,

xl#2x2<$7 r, 2> =H xlyx2<$7 I8 2>
Finally, by (3.8), (($,7,2) — $,0, N) € P|. As alph(xjyx;) NN =0,
x1yx2($,7,2) = x1yx2$

Hence, the only-if part of the claim holds.

If. Let x1Ax»>$ ﬁz x1yx2$ by the eight rules introduced in (3) from some r = (A — y,
U, W) € Pg. Observe that this eight-step derivation is of the following form

xlez —H X1 <r, 1>X2
=p x1(r, xp(r,1)
=H X1#1)C2<I’, 1>
=g x1(r,2)x(r,1)
—H x1<r, 2>x2<r, 2)
=g x1#hxo(r,2)
=p x1yx2(r,2)
= H X1yX2

As x1#x2(8, r, 2) =5 x1yx2($, r, 2) by (#2 =y, UU{($, r, 2)}, WU (N — {($, r,
2)})) € Pg,introduced in (3.7) from r, U C alph(x,) and W Nalph(x,) = 0. There-
fore, by using r,

X1AXy =G X1yx2

Hence, the if part of the claim holds. ad

Claim 3 shows that every x € L(H) can be derived in H by a derivation satisfying
properties (i) through (iii), stated next. Set V' = N'UT.

Claim 3. Let x € V'*. Then, x € L(H) if and only if S’ =y S$ =7}, x$ =n x so that
during S$ =7, x$, (i) through (iii) hold:

(i) no rules from (1) are used;
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(ii) every application of a rule from (3.1) is followed by applying the remaining seven
rules from (3.2) through (3.8) before another rule from (3.1) is applied;

(iii) whenever some A € N is rewritten to (r, 1) by a rule from (3.1), constructed
fromr=(A—y, U W) € Pg, (r, 1) cannot be rewritten to z with 7 # y.

Proof. The if part of the claim is trivial; therefore, we only prove the only-if part.
Let x € L(H). We argue that (i) through (iii) hold.

(i) Observe that (S — S$, 0, 0) € P, introduced in (1), is the only rule with S’ on its
left-hand side. Therefore, this rule is used at the beginning of every derivation.
Furthermore, observe that no rule has S’ on its right-hand side. By (1), ($ — &,
0, N') € P|. Notice that this rule is applicable if and only if the current sentential
form is of the form x$, where x € T*. Therefore, (i) holds.

(ii) Let x;(r, 1)x2$ be the first sentential form in S$ =7, x$ after a rule from (3.1) is
applied. Clearly, x1, x € V*. Observe that after this application, the remaining
seven rules from (3.2) through (3.8) are applied before another rule from (3.1)
is applied. As rules from (3.1) rule out the presence of symbols from N, a rule
from (3.1) can be only applied to some nonterminal in x;. Then, however, no
terminal string can be obtained anymore. Furthermore, observe that during the
application of these seven rules, rules introduced in (2) can be applied to x; at
any time without affecting the applicability of the seven rules to (r, 1)x,$. Based
on these observations, we see that (ii) holds.

(i11) By (i1), once a rule from (3.1) is used, the remaining seven rules from (3.2)
through (3.8) are applied. Observe that when rules from (3.3) and (3.6) are ap-
plied, the last nonterminal of the current sentential form encodes the currently
simulated rule. Therefore, we cannot combine simulations of two different rules
from Pg. Based on this observation, we see that (iii) holds.

Hence, the only-if part of the claim holds, so the claim holds. O
Claim 4. In G, S =§ xifand only if in H, S' =7, x, where x € T".
Proof. This claim follows from Claims 1, 2, and 3. O

Claim 4 implies that L(G) = L(H). Clearly, #, and #, are the only right random
context nonterminals in H, so nrren(H ) = 2. Hence, the lemma holds. O

Theorem 6.2.5. For every recursively enumerable language K, there exists a one-
sided random context grammar H such that L(H) = K and nrren(H) = 2.

Proof. This theorem follows from Theorem 4.1.4 and Lemma 6.2.4. O

Theorem 6.2.6. For every recursively enumerable language K, there exists a one-
sided random context grammar H such that L(H) = K and nlren(H) = 2.
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Proof. This theorem can be proved by analogy with the proofs of Theorem 6.2.5
and Lemma 6.2.4. O

Next, we turn our attention to propagating one-sided random context grammars
and their nonterminal complexity.

Lemma 6.2.7. Let G be a propagating one-sided random context grammar. Then,
there is a propagating one-sided random context grammar H such that L(H) = L(G)
and nrren(H) = 2.

Proof. Let G = (N, T, P, Pg, S) be a propagating one-sided random context gram-
mar. We prove this lemma by analogy with the proof of Lemma 6.2.4. However,
since H has to be propagating, instead of using a special symbol $, which is erased
at the end of a successful derivation, we use the rightmost symbol of a senten-
tial form for this purpose. Therefore, if X is the rightmost symbol of the current
sentential form in G, we use (X) in H. By analogy with the construction given in
Lemma 6.2.4, we introduce new nonterminals, (X, r, 1) and (X, r, 2), for every
r € Pg and every X € NUT, to keep track of the currently simulated rule r. At the
end of a derivation, X has to be a terminal, so instead of erasing (X), we rewrite it
to X, thus finishing the derivation.

We next construct a propagating one-sided random context grammar H such that
L(H) =L(G) and nrren(H) = 2. Set V. = NUT and

0 = {(x)| X eV}
R={(ri)|repPr,i=1,2}
GR=1{(X,ri) | X €V,rePri=12}

Without any loss of generality, we assume that \7, R, R, {#1,#,}, and V are pairwise
disjoint. Construct
H= (N',T,P;,Pg,(S))

as follows. Initially, set NV = NUV URUgRU {#,#}, P, = 0, and Py = 0. Further-
more, set N =N’ — N. Perform the following five steps

(1) foreacha € T, add ({(a) — a, 0, N') to P/;
(2) foreach (A —y, U, W) € P,add (A—y, U, WUN) to P;;
(3) foreachr=(A—y,U,W) € PgandeachX €V,

(3.1) add (A — (r, 1), 0, N) to P}
(3.2) add ((X) — (X, r, 1), {(r, D}, N = {(r, D}) to P’;
(3:3) add ((r, 1) — #,, 0, N) to P,
(3.4) add (# — (r, 2), {(X.r, D}, N~ {(X, r. 1
(3.5) add ((X, r, 1) = (X, r,2), {{r. 2)}, N — {{
(3.6) add ({r, 2>%#2,@ N)to Pl

)}) to Pg;
r2)}) to Pj;
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(3.7) add (#p =y, UU{(X, r, 2)}, WU (N — {(X, r, 2)})) to Pf;
(3.8) add ((X, r,2) — (X), 0, N) to P};

(4) foreach (A —yY,U,W) € P,,whereyc V*andY €V,
add ((A) = y(Y),U, WUN) to P};

(5) foreach (A —yY,0,W) € P, wherey € V*and Y €V,
add ((A) — y(Y),0, N) to P;.

Steps (1) through (3) are similar to the corresponding three steps in the con-
struction given in the proof of Lemma 6.2.4. Rules from (4) and (5) take care of
rewriting the rightmost nonterminal. Note that every simulated rule from Pg rewrit-
ing this nonterminal has to have its permitting context empty; otherwise, it is not
applicable to the rightmost nonterminal. Furthermore, observe that we can simulate
such a right random context rule by a left random context rule. As obvious, there
are no nonterminals to the right of the rightmost symbol.

The identity L(H) = L(G) can be proved by analogy with proving Lemma 6.2.4,
and we leave this proof to the reader. Clearly, #; and #; are the only right random
context nonterminals in H, so nrren(H ) = 2. Hence, the lemma holds. ad

Theorem 6.2.8. For every context-sensitive language K, there exists a propagating
one-sided random context grammar H such that L(H) = K and nrren(H) = 2.

Proof. This theorem follows from Theorem 4.1.3 and Lemma 6.2.7. O

Theorem 6.2.9. For every context-sensitive language K, there exists a propagating
one-sided random context grammar H such that L(H) = K and nlren(H) = 2.

Proof. This theorem can be proved by analogy with the proofs of Theorem 6.2.8
and Lemma 6.2.7. ad

6.3 Number of Right Random Context Rules

In this section, we prove that any recursively enumerable language can be generated
by a one-sided random context grammar having no more than two right random
context rules.

Theorem 6.3.1. Let K be a recursively enumerable language. Then, there is a one-
sided random context grammar, H = (N, T, P, P, S), such that L(H) = K and
card(Pg) = 2.

Proof. Let K be a recursively enumerable language. Then, by Theorem 2.3.12, there
is a phrase-structure grammar in the Geffert normal form

G = ({S,A,B,C},T,PU{ABC — €},5)
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satisfying L(G) = K. We next construct a one-sided random context grammar H
suchthatL(H) L(G) Set N ={S, A, B, C} V=NUT,and N’ = NU{S’ 5,8, 4,
A, B, C} (Z). Construct

H=(N'T,P.,P,S)

as follows. Initially, set P, = @ and Pg = 0. Perform the following eleven steps

(1) add (" — $5,0,0) to Pr;
(2) for each S — uSa € P, where u € {A AB}* andaeT,

AAAAA
AAAAA

AAAAA

(5) add (A — 4,0 NU{$A B C#}) to Pr;
add (B—>B (Z)NU{$A B C#}) to Pr;
add (A—>A (Z)NU{$A B C#}) toPr;
add (B — B,{A},NU{$,B,C,#})to B.;
add (C — C.{4, B}, Nu{$ ¢ 1) to Pr;

(6) add ($—>$ {A B,C}, 0) to Pe;

(7) add (A — &, {$} NU{A B C#} to Pr;

)

add (B — ¢ {$} NU{ABC#}) to Pp;

add (C — ¢ {$} NU{ABC#})toPL;
)

>

E
(8) add (A — A,{$}, NU{A,B,C,#}) to P.;
add (B — B{$} N U{A,B,C #}) to PL;
(9) add ($ —$,0,{A,B,A,B é}) to Pg;
(10) add ($ — €,0,0) to Pr;

(11) add (# — £,0,N') to P,.

Before proving that L(H) = L(G), let us informally describe the meaning of rules
introduced in (1) through (11). The rule from (1) starts every derivation of H. The
leftmost symbol of every sentential form having at least one nonterminal is either $
or $. The role of these two symbols is explained later. H simulates the derivations
of G that satisfy the form described in Theorem 2.3.12. The context-free rules in P
are simulated by rules from (2) through (4). The context-sensitive rule ABC — &€
is simulated in a several-step way. First, rules introduced in (5) are used to prepare
the erasure of ABC. These rules rewrite nonterminals from the left to the right. In
this way, it is guaranteed that whenever A, B, and C appear in a sentential form,
then they form a substring of the form ABC. Then, $ is changed to $ by using the
rule from (6). After that, the rules from (7) erase A, B, and C, one by one. Finally,
rules from (8) convert the barred versions of nonterminals back to their non-barred
versions to prepare another simulation of ABC — ¢€; this conversion is done in a
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left-to-right way. After this conversion, $ is reverted back to $ by the rule from (9).
For example, AABCBCab =g ABCab is simulated by H as follows:

$SAABCBC#a#b = SAABCBCHa#b
=y $SAABCBC#atth
=y SAABCBC#atb
=y $SAABCBC#atb
= SAABCBCHat#b
= SABCBCH#a#b
= SACBC#atth
=y SABCHa#b
=11 SABCHa#b
= 11 SABCHat#b

Symbol # is used to ensure that every sentential form of H is of the form wiw,,
where wy € (N — {#})* and w, € (T U{#})*. Since permitting and forbidding con-
texts cannot contain terminals, a mixture of symbols from 7" and N in H could
produce a terminal string out of L(G). For example, observe that $AaBC =}, $a
by rules from (5) through (9), but such a derivation does not exist in G. #s can be
eliminated by an application of rules from (11) provided that no nonterminals occur
to the left of # in the current sentential form. Consequently, all #s are erased at the
end of every successful derivation.

The leftmost symbol $ and its hatted version $ encode the current phase. When
$ is present, we use rules from (2) through (5). When $ is present, we use rules
from (7) and (8). When none of these two symbols is present, which happens after
the rule from (10) is applied, no substring ABC can be erased anymore so we have
to finish the derivation by removing all #s. Notice that when $ is erased prematurely,
no terminal string can be derived.

To establish the identity L(H) = L(G), we prove two claims. Claim 1 shows
how derivations of G are simulated by H. Then, Claim 2 demonstrates the converse
simulation—that is, it shows how derivations of H are simulated by G.

Set V/ = N'UT. Define the homomorphism ¢ from V*to V'* as ¢(X) =X for X €
N, and @(a) =#aforaeT.

Claim 1. If § =7, x =§ z, where x € V* and z € T*, for some n > 0, then §' =},
$o(x).

Proof. This claim is established by induction on n > 0.

Basis. For n = 0, this claim is clear (in H, we use (§" — $5,0,0) from (1)).

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length ¢, where 0 < ¢ < n.
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Induction Step. Consider any derivation of the form
S=lw=t g
where w € V* and z € T*. Since n+ 1 > 1, this derivation can be expressed as
S=tx=gw=42

for some x € V. Without any loss of generality, we assume that x is of the form
X = x1xpx3x4, wWhere x| € {A, AB}*, x, € {S, €}, x3 € {BC, C}*, and x4 € T* (see
Theorem 2.3.12 and [29]).

Next, we consider all possible forms of x =g w, covered by the following four
cases—(i) through (iv).

(1) Application of S — uSa € P. Let x = x15x3x4, w = xjuSaxsxy, and S — uSa € P,
where xj, u € {A, AB}*, x3 € {BC,C}*, x4 € T*, and a € T. Then, by the induction
hypothesis,

S" =1 $0(x1Sx3x4)

AAAAA

$x1S¢(x3x4) = Sx1uSH#aP(x3x4)

As xjuS#a@(x3x4) = @(xjuSaxsxy), the induction step is completed for (i).

(i1) Application of S — uSv € P. Let x = x1Sx3x4, w = x1uSvx3x4, and S — uSv € P,
where x1, u € {A, AB}*, x3,v € {BC,C}*, and x4 € T*. To complete the induction
step for (i1), proceed by analogy with (i), but use a rule from (3) instead of a rule
from (1).

(iii) Application of S — uv € P. Let x = x15x3x4, W = X{uvx3x4, and S — uv € P, where
xi,u € {A, AB}*, x3, v € {BC, C}*, and x4 € T*. To complete the induction step
for (ii1), proceed by analogy with (1), but use a rule from (4) instead of a rule
from (1).

(iv) Application of ABC — €. Let x = x]ABCx3x4 and w = x1x3x4, where x; € {A,
AB}*,x3 € {BC,C}*,and x4 € T*, so x = w by ABC — €. Then, by the induction
hypothesis,

s :>}<_1 $(p(x|ABCX3X4)

Let x; = X1 X5 --- Xi, where k = |x;| (the case when k = 0 means that x| = €).
Since $¢(x;ABCx3x4) = $x1ABC®(x3x4) and alph(x;) C N, by rules introduced
in (5),
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$X1X2 . -XkABC(p(X3)C4) =H $)§1)§2 . -XkABC(p (X3X4)
—H $X1X2 .. -XkABC(P(X3X4)

= $X1X - X ABCQ(x3xs)
=u $X1 X3+ X ABCQ(x3x4)
=n $X1X; - X, ABCQ(x3x4)
=H $X1X2 .. ~XkABC(p(X3X4)
Let ¥, = X;X; - - - X;. By the rule introduced in (6),
$X1ABCQD(X3X4) =y $X1ABC§D(X3X4)
By the rules introduced in (7),
$X1Al§é§0()€3)€4) =H $X11§CQD(X3X4)

=>H %Xlé(p ()C3)C4)
=n $%1 ¢ (x3x4)

By rules from (8),

$X1‘P(X3X4) =H @:(1 s X1 X9 (x3x4)
=p $Xi - X1 Xk @ (x3x4)

= $X - Xi— 1 Xk (x3x4)

Recall that X - - - X, X = x;. Finally, by the rule from (9),

$x1 ¢(X3X4) =H $X1 (P(X3X4)

Since x1 @ (x3x4) = @(xx3%x4 ), the induction step is completed for (iv).

Observe that cases (i) through (iv) cover all possible forms of x = w. Thus, the
claim holds. O

Define the homomorphism 7 from (V' —{$'})* to V* as n(X) = X for X € N,
m(A) = n(A)= A, n(B) = n(B) = B, n(C) = C, m(a) = afora € T, and m(#) =
7($) = n($) = €. Define the homomorphism 7 from (V' — {§'})* to V* as 7(X) =

n(X)forX V' —{S',A,B,C},and 1(A) = 1(B) = t(C) = &.

Claim 2. Let ' =%, x =7, z, where x € V"* and z € T*, for some n > 1. Then, x =
XoX1X2X3X4X5, where xo € {€, $, $}, x; € {A, B}, x, € {A, B}*, x3 € {S, ABC, ABC,
ABC, BC, C, €}, x4 € {B, C}*, and x5 € (T U{#})*. Furthermore,

(a) if x3 € {S, €}, then S =, w(x);
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(b) if x3 € {ABC, ABC, ABC}, then x, = € and S =, m(x);
(c)ifxz € {EC', é}, then xo = $,xo=¢ and S =5 T(x).
Proof. This claim is established by induction on n > 1.

Basis. For n = 1, this claim is clear (the only applicable rule to S’ is (S’ — $5,0,0) €
P;, introduced in (1)).

Induction Hypothesis. Suppose that there exists n > 1 such that the claim holds for
all derivations of length ¢, where 1 </ < n.

Induction Step. Consider any derivation of the form
S =4 w =z
where w € V/* and z € T*. Since n+ 1 > 1, this derivation can be expressed as
S =hx=pw=rz

for some x € V'*. By the induction hypothesis, x = xox1x2x3x4X5, Where xg € {€, $,
$}, x1 € {A, BY*, x, € {A, B}*, x3 € {8, ABC, ABC, ABC, BC,C, €}, x4 € {B, C}*,
and x5 € (T U{#})*. Furthermore, (a) through (c), stated in the claim, hold.

Next, we consider all possible forms of x =y w, covered by the following six
cases—(i) through (vi).

(1) Application of a rule from (2). Let x3 = S, x; = x4 = €, and

AAAAA

introduced in (2), where u € {A,AB}* anda € T, so
X0X2Sx5 = g XoxouSHaxs

Observe that if x4 # €, then w =7, z does not hold. Indeed, if x4 # €, then to
erase the nonterminals in x4, there have to be As in x,. However, the # symbol,
introduced between x, and x4, blocks the applicability of (C — C,{A,B},NU
{ETS, ¢ ,#}) € P, introduced in (5), which is needed to erase the nonterminals in xy4.
Since (# — €, 0, N') € P, introduced in (11), requires that there are no nonter-
minals to the left of #, the derivation cannot be successfully finished. Hence,
x4 = €. Since u € {A, B}* and #a € (T U{#})*, xoxouS#axs is of the required
form. As x3 = S, by (a), S =, m(x). Observe that w(x) = w(xox2)S7(x5). By (2),
S — uSa € P, so
71'()60)62)57'5()65) =G n(x0x2)u5a7r(x5)

Since 7(xox2)uSam(xs) = m(xoxouS#axs) and both BC and C are not substrings
of xoxuS#axs, the induction step is completed for (i).
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(i1) Application of a rule from (3). Make this part of the proof by analogy with (i).

(111) Application of a rule from (4). Make this part of the proof by analogy with (1).

(iv) Application of a rule from (5), (6), (9), (10), or (11). Let x =g w by a rule
from (5), (6), (9), (10), or (11). Then, S =, w(w) follows directly from the in-
duction hypothesis. Observe that w is of the required form, and the induction step
is completed for (iv).

(v) Application of a rule from (7). Let x3 € {ABC, BC, C}. By the induction hypoth-
esis (more specifically, by (b) and (c)), x = €. Then, there are three subcases,
depending on x3, as demonstrated next.

(V.i) Let x3 = ABC Then, xoxlﬁf?ém)g —H X0X1§6X4X5 by (A — €, {@}, NU {A,
B, C, #}) € P, introduced in (7). Observe that this is the only applica-
ble rule from (7). By the induction hypothesis, S = @(x). Since 7(x) =
7t(x1)ABCT(x4xs),

71'()61 )ABC?Z'(X4)C5) =G 717()61)717()64)65)

by ABC — €. As w = xox1 ACx4xs is of the required form and 7 (xox; ) 7w (x4x5) =
7(w), the induction step is completed for (v.i).

(V.ii) Let x3 = E’é Then, XOX1EGX4X5 —H xoxléx4X5 by (E — &, {@}, NU {A, B,
C, #}) € P, introduced in (7). Observe that this is the only applicable rule
from (7). By the induction hypothesis, S =& 7(x). As w = xx; Cxsxs is of the
required form and 7(x) = 7(w), the induction step is completed for (v.ii).

(v.iii) Let x3 = C. Then, xox;Cxgxs =7 x0x1x4x5 by (C — €, {@}, NU{A,B,C . #}) e
Pp, introduced 1n (7). Observe that this is the only applicable rule from (7). By
the induction hypothesis, S = T(x). As w = xox1x4x5 is of the required form
and 7(x) = 7(w), the induction step is completed for (v.iii).

(vi) Application of a rule from (8). Let x =g w by a rule from (8). Then, x3 ¢ {BC, C}
has to hold; otherwise, no string of terminals can be obtained anymore. Indeed,
the deletion of B and € requires that there are no symbols from N to the left of
them, and to rewrite A or B to their barred versions, $ cannot be present to the
left of them. However, by (c), it is there. Therefore, S =, w(w) follows directly
from the induction hypothesis. Furthermore, w is of the required form; if not, then
observe that no string of terminals can be obtained anymore. Hence, the induction
step is completed for (vi).

Observe that cases (i) through (vi) cover all possible forms of x =y w. Thus, the
claim holds. O

We next prove that L(H) = L(G). Consider Claim 1 when x € T*. Then, §' =,
$¢(x). By ($ — €, 0, 0) € P, introduced in (10),

$o(x) =n @(x)
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Letx =aja; - - - ai, where k = |x| (the case when k = 0 means that x = €), so @(x) =
#a\#ay - - -#ay. By (11), (# —€,0,N') € P, so

#a#ay - - -#ap =g a#ar - -H#ag
=y aiay---#a

=g ayay---ag

Hence, x € L(G) implies that x € L(H), so L(G) C L(H).

Consider Claim 2 when x € T*. Then, S =, w(x). Since x € T*, 7(x) = x. Hence,
x € L(H) implies that x € L(G), so L(H) C L(G).

The two inclusions, L(G) C L(H) and L(H) C L(G), imply that L(H) = L(G).
Since card(Pg) = 2, the theorem holds. O

From Theorem 6.3.1 and its proof, we obtain the following corollary, which
strengthens Theorem 6.2.5.

Corollary 6.3.2. Let K be a recursively enumerable language. Then, there is a
one-sided random context grammar, H = (N, T, Py, P, S), such that L(H) = K,
card(N) = 13, nrren(H) = 2, and card(Pr) =2. O

We close this section by suggesting two important open problem areas.

Open Problem 6.3.3. Can the achieved results be improved? Especially, reconsider
Theorem 6.2.5. By proving that every one-sided random context grammar G can
be converted into an equivalent one-sided random context H with no right random
context nonterminals, we would establish the generative power of left random con-
text grammars (see Definition 3.1.5 and Open Problem 4.3.7). ad

Open Problem 6.3.4. Recall that propagating one-sided random context grammars
characterize the family of context-sensitive languages (see Theorem 4.1.3). Can we
also limit the overall number of nonterminals in terms of this propagating version
like in Theorem 6.1.1? O



Chapter 7
Leftmost Derivations

The investigation of grammars that perform leftmost derivations is central to formal
language theory as a whole. Indeed, from a practical viewpoint, leftmost derivations
fulfill a crucial role in parsing, which represents a key application area of formal
grammars (see [1, 2, 12, 70]). From a theoretical viewpoint, an effect of leftmost
derivation restrictions to the power of grammars restricted in this way represents an
intensively investigated area of this theory as clearly indicated by many studies on
the subject. More specifically, [4, 5, 52, 64, 98] contain fundamental results con-
cerning leftmost derivations in classical Chomsky grammars, [9, 30, 65, 93, 101]
and Section 5.3 in [16] give an overview of the results concerning leftmost deriva-
tions in regulated grammars published until late 1980’s, and [14, 22, 23, 68, 72, 75]
together with Section 7.3 in [73] present several follow-up results. In addition,
[38, 51, 94] cover language-defining devices introduced with some kind of leftmost
derivations, and [8] discusses the recognition complexity of derivation languages
of various regulated grammars with leftmost derivations. Finally, [51, 71, 88] study
grammar systems working under the leftmost derivation restriction, and [27, 28, 89]
investigates leftmost derivations in terms of P systems.

Considering the significance of leftmost derivations, it comes as no surprise that
the present chapter pays a special attention to them. Indeed, it introduces three types
of leftmost derivation restrictions placed upon one-sided random context grammars.
In the type-1 derivation restriction, discussed in Section 7.1, during every deriva-
tion step, the leftmost occurrence of a nonterminal has to be rewritten. In the type-2
derivation restriction, covered in Section 7.2, during every derivation step, the left-
most occurrence of a nonterminal which can be rewritten has to be rewritten. In the
type-3 derivation restriction, studied in Section 7.2, during every derivation step, a
rule is chosen, and the leftmost occurrence of its left-hand side is rewritten.

In this chapter, we place the three above-mentioned leftmost derivation restric-
tions on one-sided random context grammars, and prove results (I) through (III),
given next.

70
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(I) One-sided random context grammars with type-1 leftmost derivations character-
ize CF (Theorem 7.1.4). An analogous result holds for propagating one-sided
random context grammars (Theorem 7.1.5).

(IT) One-sided random context grammars with type-2 leftmost derivations character-
ize RE (Theorem 7.2.4). Propagating one-sided random context grammars with
type-2 leftmost derivations characterize CS (Theorem 7.2.6).

(IIT) One-sided random context grammars with type-3 leftmost derivations character-
ize RE (Theorem 7.3.4). Propagating one-sided random context grammars with
type-3 leftmost derivations characterize CS (Theorem 7.3.6).

7.1 Type-1 Leftmost Derivations

In the first derivation restriction type, during every derivation step, the leftmost oc-
currence of a nonterminal has to be rewritten. This type of leftmost derivations cor-
responds to the leftmost derivations in context-free grammars (see Definition 2.3.6).

Definition 7.1.1. Let G = (N, T, Pr, Pg, S) be a one-sided random context gram-
mar. The type-1 direct leftmost derivation relation over V*, symbolically denoted
by 1n11:>G’ is defined as follows. Letu € T*, A € N and x,v € V*. Then,

uAv ml] =G UXV

if and only if
UAY =G uxv

Let lnll:'é; and m}l:z denote the nth power of h}l:G, for some n > 0, and the
reflexive-transitive closure of lnllﬁG, respectively. The lnll—language of G is denoted
by L(G,, ! =) and defined as

’ Im
L(G, =) ={weT"|Sn=6w} 0

Notice that if the leftmost occurrence of a nonterminal cannot be rewritten by any
rule, then the derivation is blocked.

The language families generated by one-sided random context grammars with
type-1 leftmost derivations and propagating one-sided random context grammars
with type-1 leftmost derivations are denoted by ORC(,1=>) and ORC *(, =),
respectively.

Next, we prove that ORC(; =) = ORC™#(, =) = CF.

Lemma 7.1.2. For every context-free grammar G, there is a one-sided random con-
text grammar H such that L(H ,lnll=>) = L(G). Furthermore, if G is propagating,
then so is H.
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Proof. Let G = (N, T, P, S) be a context-free grammar. Construct the one-sided
random context grammar
H=(N,T,P P.S)

where
P={(A—x0,0)|A—>xeP}

As the rules in P’ have their permitting and forbidding contexts empty, any suc-
cessful type-1 leftmost derivation in H is also a successful derivation in G, so the
inclusion L(H,, =) C L(G) holds. On the other hand, let w € L(G) be astring suc-
cessfully generated by G. Then, there exists a successful leftmost derivation of w
in G (see Theorem 2.3.7). Observe that such a leftmost derivation is also possible
in H. Thus, the other inclusion L(G) C L(H, 1=) holds as well. Finally, notice that

whenever G is propagating, so is H. Hence, the theorem holds. O

Lemma 7.1.3. For every one-sided random context grammar G, there is a context-
free grammar H such that L(H) = L(G, mll:>). Furthermore, if G is propagating,
then so is H.

Proof. Let G= (N, T, P, Pr, S) be a one-sided random context grammar. In what
follows, angle brackets ( and ) are used to incorporate more symbols into a single
compound symbol. Construct the context-free grammar

H=(N'.T,PS,0))
in the following way. Initially, set
N' ={(A,Q[AeN,QCN}

and P = 0. Without any loss of generality, assume that N' NV = 0. Perform (1)
and (2), given next.

(1) For each (A — yoYiy1Yay2 - Yuyn,U,W) € Pg, where y; € T*, Y; € N, for all i
and j,0<i<h,1<j<h, for some h > 0, and for each (A, Q) € N’ such that
U CQand WNQ =0, extend P by adding

<A7Q> —>)’0<YI>QU{Y27YS;-- -7Yh}>)’1
(12,0U{Y3,.... Y5 })y2

(Y, Oy

(2) For each (A — yoY1y1Yoy2 -+ - Yyyn,0,W) € Pr, where y; € T*,Y; € N, for all i and
J,0<i<h, 1< j<h, for some h > 0, and for each (A, Q) € N, extend P by
adding
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(A,0Q) = yo(Y1,QU{Y2, Y3,.... Y, })y1
<Y27QU {Y37 e 7Yh}>}’2

<Yh7 Q>yh
Before proving that L(H) = L(G,, =), let us give an insight into the construc-

’lm
tion. As G always rewrites the leftmost occurrence of a nonterminal, we use com-
pound nonterminals of the form (A, Q) in H, where A is a nonterminal and Q is a set
of nonterminals that appear to the right of this occurrence of A. When simulating
rules from Pg, the check for the presence and absence of symbols is accomplished
by using Q. Also, when rewriting A in (A, Q) to some y, the compound nonterminals
from N’ are generated instead of nonterminals from N.

Rules from P, are simulated analogously; however, notice that if the permitting
set of such a rule is nonempty, it is never applicable in G. Therefore, such rules are
not introduced to P’. Furthermore, since there are no nonterminals to the left of the
leftmost occurrence of a nonterminal, no check for their absence is done.

Clearly, L(G,, =) C L(H). The opposite inclusion, L(H) C L(G, =), can be
proved by analogy with the proof of Lemma 7.1.2 by simulating the leftmost deriva-
tion of every w € L(H) by G. Observe that since the check for the presence and
absence of symbols in H is done in the second components of the compound non-
terminals, each rule introduced to P in (1) and (2) can be simulated by a rule from Pg
and P;, from which it is constructed.

Since H is propagating whenever G is propagating, the theorem holds. ad
Theorem 7.1.4. ORC(, ! =) = CF

Proof. By Lemma 7.1.2, CF C ORC(;!=). By Lemma 7.1.3, ORC(;|=) C CF.
Consequently, ORC(lnll:>) = CF, so the theorem holds. O

Theorem 7.1.5. ORC ¢(,|=) = CF

Proof. Since any context-free grammar can be converted to an equivalent context-
free grammar without any erasing rules (see Theorem 7.9 in [37]), this theorem
follows from Lemmas 7.1.2 and 7.1.3. O

7.2 Type-2 Leftmost Derivations

In the second derivation restriction type, during every derivation step, the leftmost
occurrence of a nonterminal that can be rewritten has to be rewritten.

Definition 7.2.1. Let G = (N, T, P, Pg, S) be a one-sided random context gram-
mar. The type-2 direct leftmost derivation relation over V*, symbolically denoted
by 1n2]:>G, is defined as follows. Let u,x,v € V* and A € N. Then,
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uAv ]nzl =G UXV

if and only if uAv = uxv and there isno B € N and y € V* such that u = u; Bu; and
u1BurAv =G u1yurAv.

Let 1n21:>’é; and 1n21:>*G denote the nth power of hﬁ:> - for some n > 0, and the
reflexive-transitive closure of 1n21:>G, respectively. The lrrzl-language of G is denoted
by L(G,,2=) and defined as

’Im
L(G,p=) ={weT"|S o= w} O

The language families generated by one-sided random context grammars with
type-2 leftmost derivations and propagating one-sided random context grammars
with type-2 leftmost derivations are denoted by ORC(;,2=) and ORC *(,2=),

respectively.
Next, we prove that ORC(1£:>) =RE and ORC*S(hﬁ:) = CS.

Lemma 7.2.2. For every one-sided random context grammar G, thereis a one-sided
random context grammar H such that L(H,,2=>) = L(G). Furthermore, if G is
propagating, then so is H.

Proof. Let G = (N, T, P, Pg, S) be a one-sided random context grammar. We con-
struct the one-sided random context grammar H in such a way that always allows it
to rewrite an arbitrary occurrence of a nonterminal. Construct

H= (N'T,P;,P,S)

as follows. Initially, set N = {A|A€N}, N={A|A €N}, N =NUNUN, and
P} = Py = 0. Without any loss of generality, assume that N, N, and N are pairwise
disjoint. Define the function v from 2V to 2V as y(0) = 0 and

W({A17A27 ce 7Al’l}) = {A11A27 s aAn}

Perform (1) through (3), given next.
(1) Foreach A €N,

(1.1) add (A — A,0,NUN) to P,

(1.2) add (A = A,0,NUN) to P},

(1.3) add (A — A,0,NUN) to Pj.
(2) Foreach (A — y,U,W) € Pg, add (A — y,U,W) to P.
(3) For each (A — y,U,W) € P, add (A — y,w(U),w(W)UNUN) to P;.

Before proving that L(H) = L(G), let us informally explain (1) through (3). Rules

from (2) and (3) simulate the corresponding rules from Pr and P, respectively.
Rules from (1) allow H to rewrite any occurrence of a nonterminal.
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Set V. = NUT. Consider a sentential form x;Ax,, where x,x, € V* and A € N.
To rewrite A in H using type-2 leftmost derivations, all occurrences of nonterminals
in x| are first rewritten to their barred versions by rules from (1.1). Then, A can be
rewritten by a rule from (2) or (3). By rules from (1.1), every occurrence of a non-
terminal in the current sentential form is then rewritten to its barred version. Rules
from (1.2) then start rewriting barred nonterminals to hatted nonterminals, which
is performed from the right to the left. Finally, hatted nonterminals are rewritten to
their original versions by rules from (1.3). This is also performed from the right to
the left.

To establish the identity L(H,,2=>) = L(G), we prove two claims. First, Claim 1
shows how derivations of G are simulated by H. Then, Claim 2 demonstrates the
converse—that is, it shows how derivations of H are simulated by G.

Claim 1. If S =" x, where x € V*, for some n > 0, then S | 2=>%, x.

Proof. This claim is established by induction on n > 0.
Basis. For n = 0, this claim obviously holds.

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length ¢, where 0 < ¢ < n.

Induction Step. Consider any derivation of the form
S :>’é+1 w
where w € V*. Since n+ 1 > 1, this derivation can be expressed as
S=6x=>cw

for some x € V. By the induction hypothesis, S 1n21:>’;1 x. Next, we consider all

possible forms of x = w, covered by the following two cases—(i) and (ii).

(i) Application of (A — y,U,W) € Pg. Let x = xjAx; and r = (A — y,U,W) € Fg,
where x1,x2 € V* such that U C alph(x,) and W Nalph(x;) =0, so

X1AXy =G X1yX2

If x; € T*, then x;Ax, 1n21:> 1 X1yx2 by the corresponding rule introduced in (2),
and the induction step is completed for (i). Therefore, assume that alph(x;) NN #
0. Letx; =2z20Z1212222 -+ - Zpzp, where z; € T* and Z; € N, forall iand j, 0 <i <h,
I < j < h, for some h > 1. By rules introduced in (1.1),

2021212222 - - - ZpzpAxo 1rﬁ=>>}} 2021212222+ ZpznAxy

By the corresponding rule to r introduced in (2),
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2021212022 - - - ZpzpAxn lr%:>H 2021212222 - - - Zpzpyxo
By rules introduced in (1.1) through (1.3),
2021212222 - - Zpzpyx2 1rﬁ=>>}} 2021212222 -+ - Zpznyx2

which completes the induction step for (i).
(ii) Application of (A — y,U,W) € Pr. Let x = xjAx; and r = (A — y,U,W) € Py,
where x1,x; € V* such that U C alph(x;) and W Nalph(x;) = 0, so

X1AX) =G X1yX2
To complete the induction step for (ii), proceed by analogy with (i), but use a rule
from (3) instead of a rule from (2).

Observe that cases (i) and (ii) cover all possible forms of x =G w. Thus, the claim
holds. O

Set V=NUT and V' = N'UT. Define the homomorphism 7 from V'* to V* as

7(A) =1(A) = t(A) = A, forall A € N, and 7(a) = a, for alla € T-

Clainz 2.IfS mz]:>’}{ x,_where x€ V', for some n > 0, then S =, T(x), and either
xe€(NUT)*'V* , xe (NUT)*(NUT)*, orx e (NUT)*V*.

Proof. This claim is established by induction on n > 0.

Basis. For n = 0, this claim obviously holds.

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length ¢, where 0 < / < n.

Induction Step. Consider any derivation of the form

2_.n+l
Sm=y W

where w € V'*. Since n+ 1 >1, this derivation can be expressed as
2_.n 2
Sim=HXm=HW

for some x € V/*. By the induction hypothesis, § = 7(x), and either x € (N U
7)YV x€ (NUT)*(NUT)*, or x € (NUT)*V*. Next, we consider all possible
forms of x lrr21:> y W, covered by the following five cases—(i) through (v).
(i) Application of a rule introduced in (1.1). Let (A — A,0,NUN) € P| be a rule
introduced in (1.1). Observe that this rule is applicable only if x = x;Ax,, where
x; € (NUT)* and x, € V*. Then,

X1Axn lrg:>H X1Ax2

Since T(x;Axy) = T(x1Ax;) and x;Ax, € (NUT)*V*, the induction step is com-
pleted for (i).
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(ii) Application of a rule introduced in (1.2). Let (A — A,0,NUN) € Py be a rule
introduced in (1.2). Observe that this rule is applicable only if x = x;Ax,, where
x; € (NUT)* and x, € (NUT)*. Then,

X1AXQ 1n21:>H X1Ax)

Since T(x1Ax;) = T(x1Ax;) and x1Ax, € (NUT)*(NUT)*, the induction step is
completed for (ii).

(iii) Application of a rule introduced in (1.3). Let (A — A,0,NURN) € Py, be a rule
introduced in (1.3). Observe that this rule is applicable only if x = x;Axy, where
x; € (NUT)* and x, € V*. Then,

X1Axo 1rr21:>H X1Axo

Since T(x1Ax2) = T(x1Axy) and x1Axy € (N UT)*V*, the induction step is com-
pleted for (iii).

(iv) Application of a rule introduced in (2). Let (A — y,U,W) € P; be a rule intro-
duced in (2) from (A — y,U,W) € Pg, and let x = x;Ax, such that U C alph(x;)
and W Nalph(x;) = 0. Then,

2
X1AX | = g X1YX2

and
’L'(xl )A’L’(XQ) =G ’L'(X1 )y‘a’(xz)
Clearly, x1yx; is of the required form, so the induction step is completed for (iv).
(v) Application of a rule introduced in (3): Let (A — y, w(U), w(W)UNUN) € P,
be a ruleintroduced in (3) from (A — y,U,W) € P, and let x = x;Ax, such that
v(U) C alph(x;) and (w(W)UN UN)Nalph(x;) = 0. Then,

2
X1AX2 | = g X1YX2

and
”L'(xl )A”L’()Q) =G ’L'(xl )y’C(Xz)
Clearly, x;yx; is of the required form, so the induction step is completed for (v).

Observe that cases (1) through (v) cover all possible forms of x 1r121:> gy w. Thus,
the claim holds. O

We next prove that L(H,,2=>) = L(G). Consider Claim 1 for x € T*. Then, S =%
x implies that S | 2=%, x, so L(G) C L(H,2=>). Consider Claim 2 for x € T*. Then,
S 2=%, x implies that § =, x, so L(H,,2=) C L(G). Consequently, L(H,,2=) =
L(G).

Since H is propagating whenever G is propagating, the theorem holds. ad
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Lemma 7.2.3. ORC(,2=) C RE

Proof. This inclusion follows from Church’s thesis. |
Theorem 7.2.4. ORC(,2=>) = RE

Proof. Since ORC = RE (see Theorem 4.1.4), Lemma 7.2.2 implies that RE C
ORC(,2=). By Lemma 7.2.3, ORC(;2=) C RE. Consequently, ORC(,2=>)
RE, so the theorem holds.

O |

Lemma 7.2.5. ORC*8(111212>) CCS

Proof. Since the length of sentential forms in derivations of propagating one-sided
random context grammars is nondecreasing, propagating one-sided random context
grammars can be simulated by context-sensitive grammars. A rigorous proof of this
lemma is left to the reader. ad

Theorem 7.2.6. ORC *(,2=) = CS

Proof. Since ORC™¢ = CS (see Theorem 4.1.3), Lemma 7.2.2 implies that CS C
ORC #(;2=). By Lemma 7.2.5, ORC *(,2=) C CS. Consequently, we have
ORC #(,2=) = CS, so the theorem holds. 0

7.3 Type-3 Leftmost Derivations

In the third derivation restriction type, during every derivation step, a rule is chosen,
and the leftmost occurrence of its left-hand side is rewritten.

Definition 7.3.1. Let G = (N, T, P, Pg, S) be a one-sided random context gram-
mar. The type-3 direct leftmost derivation relation over V*, symbolically denoted
by hflﬁG, is defined as follows. Let u,x,v € V* and A € N. Then,

uAv 1n31:>G uxy

if and only if uAv = ¢ uxv and alph(u) N {A} = 0.

Let 1n31:>’é; and 1£:>E denote the nth power of hf’l:> ¢ for some n > 0, and the

reflexive-transitive closure of hf]:>G, respectively. The hﬁ-language of G is denoted
by L(G,, =) and defined as

’Im

L(G, =) ={weT"|Sh=6w} O

»Im
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Notice the following difference between the second and the third type. In the for-
mer, the leftmost occurrence of a rewritable nonterminal is chosen first, and then, a
choice of a rule with this nonterminal on its let-hand side is made. In the latter, a rule
is chosen first, and then, the leftmost occurrence of its left-hand side is rewritten.

The language families generated by one-sided random context grammars with
type-3 leftmost derivations and propagating one-sided random context grammars
with type-3 leftmost derivations are denoted by ORC(,2=) and ORC (3=,
respectively.

Next, we prove that ORC(,>=) = RE and ORC¢(;2=) = CS.

Lemma 7.3.2. For every one-sided random context grammar G, there is a one-sided
random context grammar H such that L(H,,>=>) = L(G). Furthermore, if G is
propagating, then so is H.

Proof. Let G= (N, T, P, P, S) be a one-sided random context grammar. We prove
this lemma by analogy with the proof of Lemma 7.2.2. That is, we construct the one-
sided random context grammar H in such a way that always allows it to rewrite an
arbitrary occurrence of a nonterminal. Construct

H = (N".T,P, ,P.S)

as follows. Initially, set N = {A|A € N}, N'=NUN, and P, = P; = 0. Without
any loss of generality, assume that NN = (. Define the function y from 2V to oN
as y(0) =0 and
W({A],Az, 50 ,An}) = {A],AQ, cee ,An}
Perform (1) through (3), given next.
(1) Foreach A € N,

(1.1) add (A — A,0,N) to P.;
(1.2) add (A — A,0,N) to Pp.

(2) For each (A — y,U,W) € Pg, add (A — y,U,W) to P.
(3) For each (A = y,U,W) € P.,letU = {X;, Xz, ..., Xk}, and for each

U'e {{N,Ya,.... Yk} | Vi € {X;, Xi}, 1 <i <k}

add (A =y, U, WUW(W)) to P, (U' =0 if and only if U = 0).
Before proving that L(G) = L(H,, =), let us give an insight into the construc-

tion. Rules introduced in (1) allow li}n to rewrite an arbitrary occurrence of a non-
terminal. Rules from (2) and (3) simulate the corresponding rules from Pg and P,
respectively.

Consider a sentential form xAx;, where x1,x; € (NUT)* and A € N, and a rule,

r=(A—y,U,W) € P, UPy, introduced in (2) or (3). If A € alph(x;), all occurrences
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of nonterminals in xj are rewritten to their barred versions by rules from (1). Then,
r 1s applied, and all barred nonterminals are rewritten back to their non-barred ver-
sions. Since not all occurrences of nonterminals in x; need to be rewritten to their
barred versions before r is applied, all combinations of barred and non-barred non-
terminals in the left permitting contexts of the resulting rules in (3) are considered.
The identity L(H,,3=) = L(G) can be established by analogy with the proof
given in Lemma 7.2.2, and we leave its proof to the reader. Finally, notice that

whenever G is propagating, then so is H. Hence, the theorem holds. ad
Lemma 7.3.3. ORC(,2=) C RE

Proof. This inclusion follows from Church’s thesis. O
Theorem 7.3.4. ORC(,}=>) = RE

Proof. Since ORC = RE (see Theorem 4.1.4), Lemma 7.3.2 implies that RE C
ORC(,>=). By Lemma 7.3.3, ORC(,2=) C RE. Consequently, ORC(, =)

I

RE, so the theorem holds.
Lemma 7.3.5. ORC ¢(;3=) C CS
Proof. This lemma can be proved by analogy with proving Lemma 7.2.5. ad

Theorem 7.3.6. ORC ¢ (;3=) = CS

Proof. Since ORC ¢ = CS (see Theorem 4.1.3), Lemma 7.3.2 implies that CS C
ORC ¢(,2=). By Lemma 7.3.5, ORC ¢(,2=) C CS. Consequently, we have
ORC ¢ (hg:>) = C8, so the theorem holds. O

In the conclusion of this chapter, we compare the achieved results with some well-
known results of formal language theory. More specifically, we relate the language
families generated by one-sided random context grammars with leftmost deriva-
tions to the language families generated by random context grammars with leftmost
derivations.

The families of languages generated by random context grammars with type-
1 leftmost derivations, random context grammars with type-2 leftmost deriva-
tions, and random context grammars with type-3 leftmost derivations are denoted
by RC(,1=), RC(;2=), and RC(,>=), respectively (see [16] for the definitions
of all these families). The notation without € stands for the corresponding propa-
gating family. For example, RC’E(IH}I:>) denotes the language family generated by
propagating random context grammars with type-1 leftmost derivations.

The fundamental relations between random context grammars and one-sided ran-
dom context grammars without leftmost derivations are summarized next.

Corollary 7.3.7. CF CRC ®* CORC ¢ =CS C ORC =RC =RE
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Proof. This corollary follows from Theorems 2.3.14, 4.1.3, and 4.1.4. O

Considering type-1 leftmost derivations, we significantly decrease the power of
both one-sided random context grammars and random context grammars.

Corollary 7.3.8. ORC(,|=) = RC(,,}=) = CF

Proof. This corollary follows from Theorem 7.1.4 in this chapter and from Theo-
rem 1.4.1in [16]. O

Type-2 leftmost derivations increase the generative power of propagating random
context grammars, but the generative power of random context grammars and one-
sided random context grammars remains unchanged.

Corollary 7.3.9.

(i) ORC*(;2=) =RC*(,7=) = CS
(ii)) ORC(,2=) = RC(;2=) = RE

Proof. This corollary follows from Theorems 7.2.4 and 7.2.6 in this chapter and
from Theorem 1.4.4 in [16]. O

Finally, type-3 leftmost derivations are not enough for propagating random con-
text grammars to generate the family of context-sensitive languages, so one-sided
random context grammars with type-3 leftmost derivations are more powerful.

Corollary 7.3.10.

(i) RC™¥(;3=) CORC¢(,3=) =CS
(ii) ORC(,;=>) =RC(;3=) =RE

Proof. This corollary follows from Theorems 7.3.4 and 7.3.6 in the this chapter,
from Theorem 1.4.5 in [16], and from Remarks 5.11 in [22]. O

We close this chapter by making a remark about rightmost derivations. Of course,
we can define and study rightmost derivations in one-sided random context gram-
mars by analogy with their leftmost counterparts, discussed above. We can also re-
formulate and establish the same results as above in terms of the rightmost deriva-
tions. All this discussion of rightmost derivations is so analogous with the above
discussion of leftmost derivations that we leave it to the reader.



Chapter 8
Generalized One-Sided Forbidding Grammars

In [66], so-called generalized forbidding grammars that are based upon context-free
rules, each of which may be associated with finitely many forbidding strings, were
introduced and investigated. A rule like this can rewrite a nonterminal provided that
none of its forbidding strings occur in the current sentential form; apart from this,
these grammars work just like context-free grammars. As opposed to context-free
grammars, however, they are computationally complete—that is, they generate the
family of recursively enumerable languages (see Theorem 1 in [66]), and this prop-
erty obviously represents their crucially important advantage over ordinary context-
free and forbidding grammars (see Theorem 2.3.15).

Taking a closer look at the rewriting process in generalized forbidding grammars,
we see that they always verify the absence of forbidding strings within their entire
sentential forms. To simplify and accelerate their rewriting process, it is obviously
more than desirable to modify these grammars so they make this verification only
within some prescribed portions of the rewritten sentential forms while remaining
computationally complete. Generalized one-sided forbidding grammars, which are
defined and studied in the present chapter, represent a modification satisfying these
properties.

More precisely, in a generalized one-sided forbidding grammar, the set of rules
is divided into the set of left forbidding rules and the set of right forbidding rules.
When applying a left forbidding rule, the grammar checks the absence of its forbid-
ding strings only in the prefix to the left of the rewritten nonterminal in the current
sentential form. Similarly, when applying a right forbidding rule, it performs an
analogous check to the right. Apart from this, it works like any generalized forbid-
ding grammar.

Most importantly, the present chapter demonstrates that generalized one-sided
forbidding grammars characterize the family of recursively enumerable languages.
In fact, these grammars remain computationally complete even under the restriction
that any of their forbidding strings is of length two or less. On the other hand, if a
generalized one-sided forbidding grammar has all left forbidding rules without any

82
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forbidding strings, then it necessarily generates a context-free language; an analo-
gous result holds in terms of right forbidding rules, too. Even more surprisingly, any
generalized one-sided forbidding grammar that has the set of left forbidding rules
coinciding with the set of right forbidding rules generates a context-free language.

This chapter is divided into two sections. First, Section 8.1 defines generalized
one-sided forbidding grammars and illustrate them by an example. Then, Sec-
tion 8.2 establishes their generative power.

8.1 Definitions and Examples

Without further ado, let us define generalized one-sided forbidding grammars and
illustrate them by an example. Recall that for an-alphabet N and a string x € N*,
sub(x) denotes the set of all substrings of x, and fin(N) denotes the set of all finite
languages over N (see Section 2.2).

Definition 8.1.1. A generalized one-sided forbidding grammar is a quintuple
G = (N,T,P.,Pg,S)
where N and T are two disjoint alphabets, S € NV, and
PP CN % (NUT)" x fin(N)

are two finite relations. Set V'.= NUT. The components V, N, T, P, Pr, and § are
called the total alphabet, the alphabet of nonterminals, the alphabet of terminals,
the set of left forbidding rules, the set of right forbidding rules, and the start sym-
bol, respectively. Each (A,x,F) € P, U Py is written as (A — x,F) throughout this
chapter. For (A — x, F) € P, F is called the left forbidding context. Analogously,
for (A — x, F) € P, F is called the right forbidding context. The direct derivation
relation over V*, symbolically denoted by =, is defined as follows. Let u,v € V*
and (A — x, F) € PLUPg. Then,

UAV =G uxy

if and only if
(A—x,F) € P and FNsub(u) =0

or
(A—x,F) € Pgand FNsub(v) =0

Let = and = denote the nth power of =g, for some n > 0, and the reflexive-
transitive closure of =g, respectively. The language of G is denoted by L(G) and
defined as

L(G)={weT*|S=>5w} 0
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Next, we introduce the notion of a degree of G. Informally, it is the length of the
longest string in the forbidding contexts of the rules of G. Let N be an alphabet.
For L € fin(N), max-len(L) denotes the length of the longest string in L. We set
max-len(0) = 0.

Definition 8.1.2. Let G = (N, T, P, P, S) be a generalized one-sided forbidding
grammar. G is of degree (m,n), where m,n > 0, if (A — x,F) € P, implies that
max-len(F) < m and (A — x,F) € Pg implies that max-len(F) < n. O

Next, we illustrate the previous definitions by an example.
Example 8.1.3. Consider the generalized one-sided forbidding grammar
G = ({S,A,B,A",B',A,B} {a,b,c} P, Pk.S)

where Pp, contains the following five rules

(S— AB,0) (B— bB'c,{A,A}) (B' — B,{A’})
(B— B,{A,A"}) (B— ¢,{A})

and P contains the following four rules

(A— aA’ {B'}) (A" — A,{B})
(A=A, {B'}) (A—¢&,{B})

Since the length of the longest string in the forbidding contexts of rules from P
and Pg is 1, G is of degree (1,1). It is rather easy to see that every derivation that
generates a nonempty string of L(G) is of the form

S =g AB
=;aA'B
=G aA’bB'c¢
= aAbB'c
=G aAbBc
= a"Ab"Bc"
= d"Ab"Bc"
=G a"Ab"Bc"
= a'b"Bc"
=g d'b"c"

where n > 1. The empty string is generated by
S=AB :>(;AB :>GAB :>GB =G €

Based on the previous observations, we see that G generates the non-context-free
language
{a”b"c" |n> O} O
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The language family generated by generalized one-sided forbidding grammars of
degree (m,n) is denoted by GOF (m,n). Furthermore, set

GOF = | | GOF(m,n)

m,n>0

8.2 Generative Power

In this section, we establish the generative power of generalized one-sided forbid-
ding grammars. More specifically, we prove results (I) through (IV), given next.

(I) Generalized one-sided forbidding grammars of degrees (n,0) or (0,n), for any
non-negative integer n, characterize only the family of context-free languages
(Theorem 8.2.3).

(I) Generalized one-sided forbidding grammars of degree (1, 1) generate a proper
superfamily of the family of context-free languages (Theorem 8.2.4).
(IIT) Generalized one-sided forbidding grammars of degrees (1,2) or (2, 1) character-
ize the family of recursively enumerable languages (Theorem 8.2.7).
(IV) Generalized one-sided forbidding grammars with the set of left forbidding rules
coinciding with the set of right forbidding rules characterize only the family of
context-free languages (Theorem 8.2.13).

First, we consider generalized one-sided forbidding grammars of degrees (n,0)
and (0,n), where n > 0.

Lemma 8.2.1. GOF(n,0) = CF for every.n > 0.

Proof. Let n be a non-negative integer. As any context-free grammar is also a gen-
eralized one-sided forbidding grammar in which the empty sets are attached to each
of its rules, the inclusion CF € GOF(n,0) holds. To establish the other inclusion,
GOF(n,0) CCF, let G= (N, T, P, Pg, S) be a generalized one-sided forbidding
grammar of degree (n,0), and let

H=(N,T,P.S)
be a context-free grammar with
P={A—x|(A—xF)€PUP}

As any successful derivation in G is also a successful derivation in H, the inclu-
sion L(G) C L(H) holds. On the other hand, let w € L(H) be a string success-
fully generated by H. Then, there exists a successful leftmost derivation of w in H
(see Theorem 2.3.7). Such a leftmost derivation is, however, also possible in G be-
cause the leftmost nonterminal can always be rewritten. Thus, the other inclusion
L(H) C L(G) holds as well, which completes the proof. O
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Lemma 8.2.2. GOF(0,n) = CF for every n > 0.

Proof. This lemma can be proved by analogy with the proof of Lemma 8.2.1. The
only difference is that instead of leftmost derivations, we use rightmost derivations.
O

Theorem 8.2.3. GOF(n,0) = GOF(0,n) = CF for every n > 0.

Proof. This theorem follows from Lemmas 8.2.1 and 8.2.2. O
Next, we consider generalized one-sided forbidding grammars of degree (1,1).

Theorem 8.2.4. CF C GOF(1,1)

Proof. This theorem follows from Example 8.1.3. O

In what follows, we prove that generalized one-sided forbidding grammars of
degrees (1,2) and (2,1) are computationally complete—that is, they characterize
the family of recursively enumerable languages.

Lemma 8.2.5. GOF(2,1) = RE

Proof. The inclusion GOF(2,1) C RE follows from Church’s thesis, so we only
prove that RE C GOF(2,1).

Let K € RE. By Theorem 2.3.9, there is a phrase-structure grammar G = (N,
T, P, S) in the Penttonen normal form such that L(G) = K. We next construct a
generalized one-sided forbidding grammar H of degree (2,1) such that L(H) =
L(G). Set

W= {(r,i> | r=(AB —AC) € PA,B,CEN,i= 172}

Let S’ and # be two new symbols. Without any loss of generality, assume that N, W,
and {S',#} are pairwise disjoint. Construct

H=(NT,P,F,S)

as follows. Initially, set N = NUW U {S',#}, PL = 0, and Pg = 0. Perform (1)
through (5), given next.

(1) Add (5" = #5,0) to P;.

(2) ForeachA —a € P,where A€ Nanda € T, add (A — a,N’) to Pg.

(3) ForeachA —y € P,where A€ Nandy € {e} UNN, add (A — y,0) to P.
(4) For each r = (AB — AC) € P, where A,B,C € N,

(4.1) add (B — (r,1)(r,2),W) to Py;
(4.2) add ((r,2) = C,N'W — {A(r,1)}) to P.;
(4.3) add ({r,1) = &,W) to Px.
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(5) Add (# — &,N') to Pk.

Before proving that L(H) = L(G), let us informally describe (1) through (5). G
generates each string of L(G) by simulating the corresponding derivations of H as
follows. Every derivation is started by (S’ — #S,0) € Py, introduced in (1). Context-
free rules of the form A — y, where A € N and y € T U {€} UNN, are simulated
by rules from (2) and (3). Since rules introduced in (2) forbid the presence of non-
terminals to the right of the rewritten symbol, every sentential form of H is of the
form xy, where x € N'* and y € T*—that is, it begins with a string of nonterminals
and ends with a string of terminals. In this way, no terminal is followed by a nonter-
minal. This is needed to properly simulate context-sensitive rules, described next.
Rules of the form AB — AC, where A,B,C € N, are simulated in a three-step way
by rules from (4). Observe that the forbidding context of rules from (4.2) ensures
that the rewritten symbol B is directly preceded by A. Indeed, if B is not directly
preceded by A, then a string different from A(r, 1), where r = (AB — AC), occurs
to the left of (r,2) (recall that # is at the beginning of every sentential form having
at least one nonterminal). The end-marker # is erased at the end of every successful
derivation by (# — €,N') € Pg, introduced in (5).

To establish the identity L(H) = L(G), we prove three claims. Claim 1 demon-
strates that every y € L(G) can be generated by G in two stages; first, only nonter-
minals are generated, and then, all nonterminals are rewritten to terminals. Claim 2
shows how such derivations of G are simulated by H. Finally, Claim 3 shows how
derivations of H are simulated by G.

Claim 1. For every y € L(G), there exists a derivation of the form S =¢ x =y,
where x € N™, and during x =7, y, only rules of the form A — a, where A € N and
a €T, are applied.

Proof. Let y € L(G). Since there are no rules in P with symbols from 7 on their
left-hand sides, we can always rearrange all the applications of the rules occurring
in S =, y so the claim holds. ad

Claim 2. If S = x, where x € N*, for some n > 0, then S’ =}, #x.

Proof. This claim is established by induction on n > 0.

Basis. Let n = 0. Then, for S :>% S, there is S’ =g #S by the rule from (1), so the
basis holds.

Induction Hypothesis. Suppose that there exists n > 0 such that the claim holds for
all derivations of length ¢, where 0 < / < n.

Induction Step. Consider any derivation of the form

S:>'Cl;+1 w
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where w € N*. Since n+ 1 > 1, this derivation can be expressed as
S=>Gx=cw

for some x € N*. By the induction hypothesis, §' =7, #x.
Next, we consider all possible forms of x =g w, covered by the following two
cases—(1) and (ii).

(i) Let A —y € P and x = x1Ax, where A € N, x1,x, € N*, and y e {e}UNN. Then,

X1Ax) =G X1yXx2
By (2), (A — y,0) € P, so
#x1Ax) =g #xlyxz

which completes the induction step for (1).
(i) Let AB — AC € P and x = x{ABx,, where A,B,C € N and x1,x, € N*. Then,

X1ABxy =G x1BCx;

Let r = (AB— AC). By (4.1), (B — (r, 1){r,2),W) € P.. Since sub(#x;]A) "W =
0,
#x1ABxy = #x1A(r, 1)(r,2)x2
By (4.2), ((r,2) = C,N'W — {A(r,1)}) € P.. Since sub(#x1A(r, 1)) N (N'W —
{A(r1)}) =0,
#x1A(r 1) (n2)x =g #x1A(r, 1)Cxp

By (4.3), ((r,1) —&,W) € Pg. Since sub(Cx;) "W = 0,
#X1A<r, 1>CX2 =y #x1ACxy

which completes the induction step for (ii).

Observe that cases (i) and (ii) cover all possible forms of x = w. Thus, the claim
holds. O

SetV=NUT and V' = N'UT. Define the homomorpishm 7 from V'* to V* as
1(X)=XforallX eV, 1(S") =S, t(#) =€, 7((r,1)) = € and 7({r,2)) = B for all
r=(AB— AC) € P.

Claim 3. If S' =, x, where x € V"*, for some n > 1, then S =, 1(x) and x is of
the form uv, where u € {e} U{#}(NUW)*, v € T*, and if (r,2) € sub(u), then this
occurrence of (r,2) is directly preceded by (r,1).
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Proof. This claim is established by induction on n > 0.

Basis. Let n = 1. Then, for S’ =g #S by the rule from (1), there is S :>((); S. Since
#S 1s of the required form, the basis holds.

Induction Hypothesis. Suppose that there exists n > 1 such that the claim holds for
all derivations of length ¢, where 1 </ < n.

Induction Step. Consider any derivation of the form
s :>';_1+1 w
where w € V'*, Since n+ 1 > 1, this derivation can be expressed as
S =t x=gw

for some x € V/*. By the induction hypothesis, S =, 7(x) and x is of the form uv,
where u € {e} U{#}(NUW)*, v € T*, and if (r,2) € sub(u), then this occurrence
of (r,2) is directly preceded by (r, 1).

Next, we consider all possible forms of x =g w, covered by the following six
cases—(i) through (vi).

(i) Application of a rule from (2). Let x = x1Ax; and (A — a,N') € Pg so that N' N
sub(xp) = 0, where x1,x3 € V*, A€ N, and @ € T. Then,

X1Axy =g x1a4x7

Clearly, xjaxs is of the required form. By the induction hypothesis, T(x) =
7(x1)AT(x2). By (2),A = a € P, s0

T(xl )AT(Xz) =G T(xl )aT(Xz)
which completes the induction step for (i).
(i1) Application of a rule from (3). Let x = x]Ax; and (A — y,0) € Pr, where xj,x; €
V" A€ N,andy € {e} UNN. Then,

X1AX2 = H X1YX2

Clearly, x;yx; is of the required form. By the induction hypothesis, 7(x) =
T(x1)AT(x2). By 3),A —y € P, so

T(xl)AT(xz) =G ‘L'()Cl )y”c(xz)

which completes the induction step for (ii).
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(iii) Application of a rule from (4.1). Let x = x1Bx; and (B — (r,1)(r,2),W) € P so
that W Nsub(x;) = 0, where x,x, € V*, B€ N, and r = (AB — AC) € P. Then,

x1Bxy =g x1(r, 1){r,2)x,

Clearly, x;(r,1)(r,2)x, is of the required form, and since t(x;{r,1)(£,2)xs) =
7(x1)B7(x7), the induction step for (iii) follows directly from the induction hy-
pothesis.

(iv) Application of a rule from (4.2). Let x = x1(r,2)x, and ((r,2) = C,N'W —
{A(r,1)}) € Pp so that (N'W — {A(r,1)}) N'sub(x;) = 0, where x1,x € V'*,
C €N, and r = (AB — AC) € P. By the induction hypothesis, since (r,2) €
sub(x), x is of the form #x/(r,1)(r,2)x, where x| € V"*. Furthermore, since
(N'W —{A(r, 1) }) Nsub(x;) = 0, x| is of the form x{A. So,

#A(r, 1) (1, 2)x0 =g #x]A(r,1)Cx,

Clearly, #x]A(r,1)Cx, is of the required form. By the induction hypothesis,
7(x) = 7(x)ABT(x2). By (4.2), AB— AC € P, s0

T(x{)ABT(x;) =¢ 7(x])ACT(x)

which completes the induction step for (iv).
(v) Application of a rule from (4.3). Let x = x1(r,1)x and ({r,1) — €,W) € Pg so
that W Nsub(xz) = 0, where xy,x; € V"* and r = (AB — AC) € P. Then,

X1 (r, 1>XQ =H X1X2

Clearly, x}x is of the required form. Since 7(x;(r, 1)x,) = 7(x1x2), the induction
step for (v) follows directly from the induction hypothesis.

(vi) Application of a rule from (5). Let x = #x' and (# — €,N’) € Pg so that N' N
sub(x") = 0 (this implies that X' € T*). Then, #¢' =y x’. Clearly, x' is of the
required form. Since X' € T*, 7(x) = x, so the induction step for (vi) follows
directly from the induction hypothesis.

Observe that cases (1) through (vi) cover all possible forms of x =y w. Thus, the
claim holds. O

We next establish the identity L(H) = L(G). Let y € L(G). Then, by Claim 1,
there exists a derivation S = x =, y such that x € N* and during x =, y, G uses
only rules of the form A — a, where A € N and a € T. By Claim 2, §' =, #x.
Let x = X1X>---X; and y = ajas - - - a, where k = |x|. Since x =5 y, X; — a; € P
fori=1,2,...,k. By (2), (X; — a;,N') € Pgfori=1,2,... k. Then,



8.2 Generative Power 91

#X1 - X1 X =1 #X1 - X 1ax
=g #X1 - a_1ay

—H #alaz---ak

By (5), (# — &,N’) € Pg. Since y € T*, #y =p y. Consequently, y € L(G) implies
thaty € L(H), so L(G) C L(H).

Consider Claim 3 for x € T*. Then, x € L(H) implies that 7(x) = x € L(G), so
L(H) C L(G). As L(G) C L(H) and L(H) C L(G), L(H) = L(G). Since H is of
degree (2, 1), the theorem holds. 0

Lemma 8.2.6. GOF(1,2) =RE

Proof. This lemma can be proved by analogy with the proof of Lemma 8.2.5. First,
by modifying the proofs given in [91], we can convert any phrase-structure grammar
into an equivalent phrase-structure grammar G = (N, T, P, §), where every rule in P
is in one of the following four forms:

(1) BA — CA,
(il) A — BC,
(i) A — a,
(iv) A — &, where A,B,CeN,andaeT.
Notice that this normal form differs from the Penttonen normal only by the form
of context-sensitive rules. Then, in the proof Lemma 8.2.5, we accordingly modify

the rules introduced to Py and Pg so that the resulting grammar is of degree (1,2)
instead of (2, ). A rigorous proof of this lemma is left to the reader. ad

Theorem 8.2.7. GOF(1,2) = GOF(2,1) = RE
Proof. This theorem follows from Lemmas 8.2.5 and 8.2.6. ad

From Theorem 8.2.7, we obtain the following three corollaries.

Corollary 8.2.8. GOF (m,n) = RE for everym > 2 and n > 1. O
Corollary 8.2.9. GOF(m,n) = RE for everym > 1 and n > 2. O
Corollary 8.2.10. GOF = RE ad

We next turn our attention to generalized one-sided forbidding grammars with
the set of left forbidding rules coinciding with the set of right forbidding rules.

Lemma 8.2.11. Let K be a context-free language. Then, there exists a generalized
one-sided forbidding grammar, G= (N, T, Pr, Pg, S), satisfying P = Pg and L(G) =
K.
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Proof. Let K be a context-free language. Then, there exists a context-free grammar,
H=(N,T,P,S), such that L(H) = K. Define the generalized one-sided forbidding
grammar

G= (N,T,P.P.S)

with
P'={(A—-x0,0)|A—xeP}

Clearly, L(G) = L(H) = K, so the lemma holds. 0

Lemma 8.2.12. Let G = (N, T, Py, Pr, S) be a generalized one-sided forbidding
grammar satisfying P, = Pg. Then, L(G) is context-free.

Proof. Let G= (N, T, P, Pr, S) be a generalized one-sided forbidding grammar
satisfying P, = Pg. Define the context free grammar H = (N, T, P/, S) with

P={A—x|(A—x0F)cP}

Observe that since P, = Pg, it is sufficient to consider just the rules from P;. As any
successful derivation in G is also a successful derivation in H, the inclusion L(G) C
L(H) holds. On the other hand, let w € L(H) be a string successfully generated by H.
Then, there exists a successful leftmost derivation of w in H (see Theorem 2.3.7).
Observe that such a leftmost derivation is also possible in G because the leftmost
nonterminal can always be rewritten. Indeed, P’ contains only rules originating from
the rules in P, and all rules in Py, are applicable to the leftmost nonterminal. Thus,
the other inclusion L(H) C L(G) holds as well, which completes the proof. 0

Theorem 8.2.13. A language K is context-free if and only if there is a generalized
one-sided forbidding grammar, G = (N, T, Py, P, S), satisfying K = L(G) and
P, = Pg.

Proof. This theorem follows from Lemmas 8.2.11 and 8.2.12. O

In the conclusion of this chapter, we first describe relations of generalized one-
sided forbidding grammars to other variants of forbidding grammars. Then, we state
several open problems related to the achieved results.

We begin by considering generalized forbidding grammars (see [66]). Let GF de-
note the family of languages generated by these generalized forbidding grammars.

Corollary 8.2.14. GF = GOF

Proof. This corollary follows from Corollary 8.2.10 in this chapter and from Theo-
rem 1 in [66], which says that GF = RE. O

Next, we move to forbidding grammars (see Definition 2.3.13).
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Corollary 8.2.15. For C GOF

Proof. This corollary follows from Corollary 8.2.10 in this chapter and from Theo-
rems 2.3.5 and 2.3.15, which imply that For C RE. O

From the definition of a one-sided forbidding grammar, we immediately obtain
the following corollary.

Corollary 8.2.16. GOF(1,1) = OFor O
The next three open problem areas are related to the achieved results.

Open Problem 8.2.17. By Theorem 8.2.16, GOF(1, 1) = OFor. However, recall
that it is not known whether OFor = RE or OFor C RE (see Chapter 4). Are gen-
eralized one-sided forbidding grammars of degree (1, 1) capable of generating all
recursively enumerable languages? ad

Open Problem 8.2.18. Let G = (N, T, P, Pg, S) be a generalized one-sided forbid-
ding grammar. If (A — x, F) € PLU Pg implies that |x| > 1, then G is said to be prop-
agating. What is the generative power of propagating generalized one-sided forbid-
ding grammars? Do they characterize the family of context-sensitive languages?

O

Open Problem 8.2.19. By Theorem 8.2.7, the degrees (2,1) or (1,2) suffice to
characterize the family of recursively enumerable languages. Can we also place a
limitation on the number of nonterminals or on the number of rules with nonempty
forbidding contexts? Recall that in terms of generalized forbidding grammars, a
limitation like this has been achieved (see [59, 66, 76]). O



Chapter 9
LL One-Sided Random Context Grammars

In the previous chapters, have introduced and studied one-sided random context
grammars from a purely theoretical viewpoint. From a more practical viewpoint,
however, it is also desirable to make use of them in such grammar-based application-
oriented fields as syntax analysis (see [1, 2]). An effort like this obviously gives
rise to introducing and investigating their parsing-related variants, such as LL
versions—the subject of the present chapter.

LL one-sided random context grammars, introduced in this chapter, represent or-
dinary one-sided random context grammars restricted by analogy with LL require-
ments placed upon LL context-free grammars. That is, for every positive integer «,
(1) LL(k) one-sided random context grammars always rewrite the leftmost nonter-
minal in the current sentential form during every derivation step, and (2) if there
are two or more applicable rules with the same nonterminal on their left-hand sides,
then the sets of all terminal strings of length & that can begin a string obtained by a
derivation started by using these rules are disjoint. The class of LL grammars is the
union of all LL(k) grammars, for every k > 1.

Recall that one-sided random context grammars characterize the family of re-
cursively enumerable languages (see Theorem 4.1.4). Of course, it is natural to ask
whether LLL one-sided random context grammars generate the family of LL context-
free languages or whether they are more powerful. As its main result, this chapter
proves that the families of LL one-sided random context languages and LL context-
free languages coincide. Indeed, it describes transformations that convert any LL(k)
one-sided random context grammar to an equivalent LL(k) context-free grammar
and conversely.

In fact, we take a closer look at the generation of languages by both versions
of LL grammars. That is, we demonstrate an advantage of LL one-sided random
context grammars over LL context-free grammars. More precisely, for every k > 1,
we present a specific LL(k) one-sided random context grammar G and prove that
every equivalent LL(k) context-free grammar has necessarily more nonterminals
or rules than G. Thus, to rephrase this result more broadly and pragmatically, we

94



9.1 Definitions 95

actually show that LL(k) one-sided random context grammars can possibly allow us
to specify LL(k) languages more succinctly and economically than LL(k) context-
free grammars do.

This chapter is divided into three sections. First, Section 9.1 defines LL one-sided
random context grammars. Then, Section 9.2 gives a motivational example. After
that, Section 9.3 proves the main result sketched above, and formulates three open
problems.

9.1 Definitions

In this section, we define LL context-free grammars and LL one-sided random con-
text grammars. Since we pay a principal attention to context-free and one-sided
random context grammars working in the leftmost way, in what follows, by a
context-free and one-sided random context grammar, respectively, we always mean
a context-free and one-sided random context grammar working in the leftmost way,
respectively (see Section 2.3 and Chapter 7). In terms of one-sided random con-
text grammars, by this leftmost way, we mean the type-1 leftmost derivations (see
Section 7.1).

We begin by defining the LL(k) property of context-free grammars, for every
k > 1. To simplify the definition, we end all sentential forms by k& end-markers,
denoted by $, and we extend the derivation relation to V*{$}¥ in the standard way—
that is, u$* = v$* if and only if u = v.

Definition 9.1.1 (see [2]). Let G = (N, T, P, S) be a context-free grammar and
$ ¢ NUT be a symbol. Forevery r = (A — x) € P and k > 1, define

Predicty(r) C T*{$}"
as follows: y € Predicty(r) if and only if |y| = k and
S$K L =6 uAvSE | = o un$t | = uyw
whereu € T*, v,x € V*, and w € V*{$}*. O
Using the above definition, we next define LL context-free grammars.

Definition 9.1.2 (see [2]). Let G = (N, T, P, S) be a context-free grammar. G is an
LL(k) context-free grammar, where k > 1, if it satisfies the following condition: if
p=(A—x)€Pandr=(A—y) € Psuch that x # y, then

Predicty(p) NPredicty(r) =0

If there exists kK > 1 such that G is an LL(k) context-free grammar, then G is an LL
context-free grammar. O
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Next, we move to the definition of LL one-sided random context grammars. To
simplify this definition, we first introduce the notion of leftmost applicability. In-
formally, a random context rule r is leftmost-applicable to a sentential form y if the
leftmost nonterminal in y can be rewritten by applying r.

Definition 9.1.3. Let G = (N, T, P., P, S) be a one-sided random context grammar.
Arule (A — x,U,W) € PLUPg is leftmost-applicable to y € V* if and only if y = uAv,
whereu € T* and v € V*, and

(A—x,U,W) € P,U C alph(u) and W Nalph(u) =0

or
(A —x,U,W) € Pg,U C alph(v) and WnNalph(y) =0 0

Let us note that the leftmost property of the direct derivation relation has signif-
icant consequences to the applicability of rules from Pr. We point out these conse-
quences later in Lemma 9.3.1.

By analogy with the Predict set in context-free grammars, we introduce such a
set to one-sided random context grammars. It is then used to define LL one-sided
random context grammars. Notice that as opposed to context-free grammars, in the
current sentential form, the applicability of a random context rule (A — x,U, W) de-
pends not only on the presence of A but also on the presence and absence of symbols
from U and W, respectively. This has to be properly reflected in the definition.

Definition 9.1.4. Let G = (N, T, Py, P, S) be a one-sided random context grammar
and $ ¢ NUT be a symbol. For every r = (A — x,U,W) € PLUPg and k > 1, define

Predicty(r) C T*{$}"
as follows: y € Predict,(r) if and only if |y| = k and
S$E L= uavst | 1= c st L=t uyw
where u € T*, v,x € V*;w € V*{$}", and r is leftmost-applicable to uAv. 0

Making use of the above definition, we next define LL one-sided random context
grammars.

Definition 9.1.5. Let G = (N, T, P, Pg, S) be a one-sided random context gram-
mar. G is an LL(k) one-sided random context grammar, where k > 1, if it satisfies
the following condition: for any p = (A — x,U,W),r= (A — X', U',W') € PLU P
such that p # r, if Predicty(p) NPredict(r) # 0, then there is no w € V* such that
S 1H11:>E w with both p and r being leftmost-applicable to w.

If there exists k > 1 such that G is an LL(k) one-sided random context grammar,
then G is an LL one-sided random context grammar. a
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9.2 A Motivational Example

In this short section, we give an example of an LL(k) one-sided random context
grammar, for every k > 1. In this example, we argue that LL(k) one-sided random
context grammars can describe some languages more succinctly than LL(k) context-
free grammars.

Example 9.2.1. Let k be a positive integer and G = (N, T, 0, Pg, S) be a one-sided
random context grammar, where N = {S}, T = {a,b,c,d}, and

Pr=1{(S—d"'c,0,0),(S — d*'asSs,0,{S}), (S = d"'bS,{S},0)}

Notice that G is an LL(k) one-sided random context grammar. Observe that the sec-
ond rule can be applied only to a sentential form containing exactly one occurrence
of §, while the third rule can be applied only to a sentential form containing at
least two occurrences of S. The generated language L(G) can be described by the
following expression

(dk—la<dk—1b)*dk—IC)*dk—lc

Next, we argue that L(G) cannot be generated by any LL(k) context-free grammar
having a single nonterminal and at most three rules. This shows us that for some
languages, LL(k) one-sided random context grammars need fewer rules or nonter-
minals than LL(k) context-free grammars do to describe them.
We proceed by contradiction. Suppose that there exists an LL(k) context-free
grammar
H=({S},T,P.S)

such that L(H) = L(G) and card(P") < 3. Observe that since there is only a single
nonterminal, to satisfy the LL(k) property, the right-hand side of each rule in P’
has to start with a string of terminals. Furthermore, since there is only a single
nonterminal and all the strings in L(G) begin with either d*~'a or d*~!c, each rule
has to begin with d*"'a or d¥~!c. Therefore, to satisfy the LL(k) property, there
can be at most two rules. However, then at least one of these rules has to have
b somewhere on its right-hand side, so the number of occurrences of b depends
on the number of occurrences of a or c¢. Thus, L(H) # L(G), which contradicts
L(H) = L(G). Hence, there is no LL(k) context-free grammar that generates L(G)
with only a single nonterminal and at most three rules. ad

9.3 Generative Power

In this section, we prove that LL one-sided random context grammars characterize
the family of LL context-free languages.
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First, we establish a normal form for LL one-sided random context grammars,
which greatly simplifies the proof of the subsequent Lemma 9.3.2. In this normal
form, an LL one-sided random context grammar does not have any left random
context rules.

Lemma 9.3.1. For every LL(k) one-sided random context grammar G, where k > 1,
there is an LL(k) one-sided random context grammar H = (N, T, 0, Pg, S) such that
L(H) =L(G).

Proof. Let H= (N, T, P, Pg, S) be an LL(k) one-sided random context grammar,
where k > 1. Construct the one-sided random context grammar

H=(N,T,0,P,S)

where
Pr=PrU{(A—x,0,0)|(A—x,0,W)€eP}

Notice that rules from Py, are simulated by right random context rules from Py. In
a greater detail, let r = (A — x,U,W) € P.. Observe that if U # 0, then r is never
applicable in G, so if this is the case; we do not add a rule corresponding to r to Pg.
Furthermore, observe that we do not have to check the absence of nonterminals
from W because there are no nonterminals to the left of the leftmost nonterminal in
any sentential form.

Clearly, L(H) = L(G) and H is an LL(k) one-sided random context grammar.
Hence, the lemma holds. O

To establish the equivalence between LL(k) one-sided random context grammars
and LL(k) context-free grammars, we first show how to transform any LL(k) one-
sided random context grammar into an equivalent LL(k) context-free grammar. Our
transformation is based on the construction used in the proof of Lemma 7.1.3.

Let G be a one-sided random context grammar. By analogy with rule labels in
phrase-structure grammars (see page 10), in the remainder of this chapter, we write
X =g y [r] to denote that in this derivation step, rule r was used.

Lemma 9.3.2. For every LL(k) one-sided random context grammar G, where k > 1,
there is an LL(k) context-free grammar H such that L(H) = L(G).

Proof. Let G = (N, T, P, Pg, S) be an LL(k) one-sided random context grammar,
where k > 1. Without any loss of generality, making use of Lemma 9.3.1, we assume
that P, = 0. In what follows, angle brackets ( and ) are used to incorporate more
symbols into a single compound symbol. Construct the context-free grammar

H=(N'T,P(S,0))

in the following way. Initially, set
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N'={(A,0)|[AeN,QC N}

and P’ = 0. Without any loss of generality, we assume that N' N (NUT) = 0. Next,
for each
(A= yoY1y1Yoyz -+ Ypyn, U, W) € Pr

where y; € T*,Y; € N, foralliand j,0 <i<h,1 < j<h, for some h > 0, and for
each (A,Q) € N’ such that U C Q and W N Q = 0, extend P’ by adding

(A,0) — yo(Y1,QU{N, 13,.... Y3 })y1
(Y2,0U{Y3,....Y,})y2

Before proving that L(H) = L(G), let us give an insight into the construction.
As G always rewrites the leftmost occurrence of a nonterminal, we use compound
nonterminals of the form (A, Q) in H, where A is a nonterminal, and Q is a set of
nonterminals that appear to the right of this occurrence of A. When simulating rules
from Pg, the check for the presence and absence of symbols is accomplished by
using Q. Also, when rewriting A in (A, Q) to some y, the compound nonterminals
from N’ are generated instead of nonterminals from N.

To establish the identity L(H) = L(G), we prove two claims. First, Claim 1
shows how derivations of G are simulated by H. Then, Claim 2 demonstrates the
converse—that is, it shows how G simulates derivations of H.

Set V. =NUT and V/ = N'UT. Define the homomorphism 7 from V'* to V* as
7((A,Q)) =Aforall AN and QC N, and t(a) =aforallaeT.

Claim 1. If S | \="%. x, where x € V* and m > 0, then (S,0) .= X', where T(x') = x
and x' is of the form

x/ZX()<X1,{X2,X3,...,X”}>X1(Xz,{X3,...,Xn}>X2'-'<Xn,@>xn
where X; € N fori=1,2,...,nandx; € T* for j =0,1,...,n, for some n > 0.

Proof. This claim is established by induction on m > 0.
Basis. Let m=0. Then, for § | =9 8, (5,0) , =Y (S,0), so the basis holds.

Induction Hypothesis. Suppose that there exists m > 0 such that the claim holds for
all derivations of length ¢, where 0 < ¢ < m.

Induction Step. Consider any derivation of the form
1_.m+l1
Sim=>G W

where w € V*. Since m+ 1 > 1, this derivation can be expressed as
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1 1
N lm:>rg; X lm:>G w [}’]

for some x € V* and r € Pg. By the induction hypothesis, (S,0) ,,=} x, where
7(x') = x and ¥’ is of the form

xl = X()<X1,{X2,X3, cee 7Xn}>xl <X27 {X37 cee 7Xn}>x2 T <Xn7®>x}’l

where X; € N fori=1,2,...,nand x; € T* for j = 0,1,...,n, for some n > 1. As
xlni:G w [r], x = xX1x1 X022 - - Xyxp, r = (X1 =y, U,W), U C{Xs, X3, ..., Xu},
WN{Xy, X3, ..., X} =0, and w = xpyx1 Xox7 - - - XX, By the construction of H,
there is

r= (X1, {X0,X,.... X, }) =Y )EP

where 7(y") = y. Then,
X = x0y'x1 (X2, {X3, ..., X P)xo -+ - (X, 0)x,, [1]

Since w' = xpy'x1 (X2,{X3, ..., X })x2 - :A Xy, 0)x is of the required form and, more-
over, T(w') = w, the induction step is completed. O

Claim 2. If (S,0) =" x, where x € V* and'm >0, then S |\ =%, t(x) and x is of
the form

x0<X1,{X2,X3,...,Xn}>x1<X2,{X3,...,Xn}>x2---(Xn,@>xn
where X; € N fori=1,2,...,nandx; € T* for j =0,1,...,n, for some n > 0.

Proof. This claim is established by induction on m > 0.
Basis. Let m = 0. Then, for (S,0) ; =Y% (5,0), S, 1=% S, so the basis holds.

Induction Hypothesis. Suppose that there exists m > 0 such that the claim holds for
all derivations of length ¢, where 0 < ¢ < m.

Induction Step. Consider any derivation of the form
+1
(S,0) .= W
where w € V/*. Since m + 1 > 1, this derivation can be expressed as

<S7®> lm:>rlr-; X im=Hg W [I’,]

for some x € V' and ¥’ € P'. By the induction hypothesis, S mll:>*G 7(x) and x is of
the form

x0(X1,{X2,X3,.... Xn })x1 (X2, {X3, ..., X })x2- -+ (X, 0)xp,
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where X; € N fori=1,2,...,nand x; € T* for j = 0,1,...,n, for some n > 0. As
X m=py Wl
Y= ((X1,{X2,X3,..., X, }) =) €P

where y € V*, and there is r = (X; — y,U,W) € Pg, where U C {Xy, X3, .., Xu},
WnN{X, X3, ...,X,} =0, and t(y') = y. Then,

1
X0X1x1X2%2 - - - XX 1m=> G X0YX1X2x2 - - - XXy, [1]

Since xpyx1 XX - - - Xpx,, is of the required form and it equals 7(w), the induction
step is completed. ad

Consider Claim 1 for x € T*. Then, S | =% x implies that S | =%, x, so L(G) C
L(H). Consider Claim 2 for x € T*. Then, (S,0) =% x implies that S, !=% x, so
L(H) C L(G). Hence, L(H) = L(G).

Finally, we argue that H is an LL(k) context-free grammar. To simplify the argu-
mentation, we establish another claim. It represents a slight modification of Claim 2.
Let $ ¢ V' UV be an end-marker.

Claim 3. If (S,0)$* | =" x$¥, where x € V'* and m > 0, then S$* | 1=*. 7(x)$* and
x is of the form specified in Claim 2.

Proof. This claim can be established by analogy with the proof of Claim 2, so we
leave its proof to the reader. ad

For the sake of contradiction, suppose that H is not an LL(k) context-free
grammar—that is, assume that there are p' = (X — y;) € P/ and ¥ = (X —
y2) € P’ such that y; # yp and Predicty(p) N Predicty(r) # 0. Let v be a string
from Predict,(p") N Predicty (). By the construction of P/, X = (A,Q), for some
A €N and Q CN, and there are p = (A — ©(y;),U;,W;) € Pg and r = (A —
T()Q),Uz,Wz) € PrsuchthatU; C Q, U, C O, WiNQO =0, and W, N QO = 0. Since
y € Predicty(p") NPredict (1),

(S, 008" 1= u(A, ONVS$* =gy uyv$* [p'] 1=y uyw

and

<57 ®>$k lm:>>;l M<A7 Q>V$k Im=— H uy2v$k [l”/] lm:;l uyws
for some u € T*, v € V"* such that alph(t(v)) = Q (see Claim 3), and y,w;,wy €
V"*{$}*. Then, by Claim 3,

s$* 1n11:>2 MAT(V)$k 1n11=>G W()’l")$k [P] 11312% uyt(wy)

and
S$F It uat(0)$F 1= ut(yiv)$F 1] L= wyt(wy)
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However, by Definition 9.1.4, y € Predict;(p) and y € Predict(r), so
Predicty(p) NPredicty(r) # 0

Since both p and r have the same left-hand side and since both are leftmost-
applicable to uAt(v), we have a contradiction with the fact that G is-an LL(k)
one-sided random context grammar. Hence, H is an LL(k) context-free grammar,
and the lemma holds. g

Next, we show how to transform any LL(k) context-free grammar into an equiv-
alent LL(k) one-sided random context grammar, for every k > 1.

Lemma 9.3.3. For every LL(k) context-free grammar G, where k > 1, there is an
LL(k) one-sided random context grammar H such that L(H) = L(G).

Proof. Let G= (N, T, P, S) be an LL(k) context-free grammar, where k> 1. Then,
the one-sided random context grammar H = (N, T, P, 0, S), where

P'={(A—x0,0)|A—xecP}

is clearly an LL(k) one-sided random context grammar that satisfies L(H) = L(G).
Hence, the lemma holds. O

For every k > 1, let LL - CF (k) and LL - ORC(k) denote the families of languages
generated by LL(k) context-free grammars and LL(k) one-sided random context
grammars, respectively.

The following theorem represents the main result of this chapter.

Theorem 9.3.4. LL - ORC(k) = LL-CF(k) for k > 1.
Proof. This theorem follows from Lemmas 9.3.2 and 9.3.3. a

Define the language families LL - CF and LL - ORC as

LL-CF = | JLL-CF(k)
k>1

LL-ORC = | | LL-ORC(k)
k>1

From Theorem 9.3.4, we obtain the following corollary.
Corollary 9.3.5. LL.-ORC = LL-CF O

We conclude this chapter by proposing three open problem areas as suggested
topics of future investigations related to the topic of the present chapter.
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Open Problem 9.3.6. Is the LL property of LL one-sided random context gram-
mars decidable? Reconsider the construction in the proof of Lemma 9.3.2. Since it
is decidable whether a given context-free grammar is an LL context-free grammar
(see [2]), we might try to convert a one-sided random context grammar G into a
context-free grammar H, and show that G is an LL one-sided random context gram-
mar if and only if H is an LL context-free grammar. The only-if part of this equiv-
alence follows from Lemma 9.3.2. However, the if part does not hold. Indeed, we
give an example of a one-sided random context grammar that is not LL, but which
the construction in the proof of Lemma 9.3.2 turns into a context-free grammar that
is LL. Consider the one-sided random context grammar

G Z({S,Fl,Fz}, {a},@,PR,S)

where
Pr={(S—a,0,{R}),(S—a,0,{F})}

Clearly, G is not an LL one-sided random context grammar. However, observe that
the construction converts G into the LL context-free grammar

H = (N,{a},P (S,0))

where P contains (S,0) — a (other rules are never applicable so we do not list
them here). Hence, the construction used in the proof of Lemma 9.3.2 cannot be
straightforwardly used for deciding the LL property of one-sided random context
grammars. O

Open Problem 9.3.7. Reconsider the proof of Lemma 9.3.2. Observe that for a sin-
gle right random context rule from Pg, the construction introduces several rules
to P/, depending on the number of nonterminals of G. Hence, H contains many
more rules than G. Obviously, we may eliminate all useless nonterminals and rules
from H by using standard methods. However, does an elimination like this always
result into the most economical context-free grammar? In other words, is there an
algorithm which, given G, finds an equivalent LL(k) context-free grammar H such
that there is no other equivalent LL(k) context-free grammar with fewer nontermi-
nals or rules than H has? ad

Open Problem 9.3.8. Given an LL(k) context-free grammar G, where k > 1, is
there an algorithm which converts G into an equivalent LL(k) one-sided random
context grammar that contains fewer rules than G? ad



Part 111
Conclusion

This final part of the present thesis closes its discussion by adding remarks regard-
ing its coverage. Most of these remarks concern application perspectives and open
problem areas. The historical development of the discussed types of regulated gram-
mars is described as well, and this description includes many relevant bibliographic
comments and references.

This part consists of a single Chapter 10, which discusses all the above-mentioned
topics.



Chapter 10
Concluding Remarks

This concluding chapter makes several final remarks concerning the material cov-
ered in this thesis with a special focus on its future developments. First, it suggests
application perspectives of one-sided random context grammars (Section 10.1).
Then, it chronologically summarizes the concepts and results achieved in most sig-
nificant studies on the subject of the present thesis (Section 10.2). Finally, this chap-
ter lists the most important open problems resulting from the study of this thesis
(Section 10.3).

10.1 Application Perspectives

As already stated in Chapter 1, this thesis is primarily and principally meant as a the-
oretical treatment of one-sided random context grammars. Nevertheless, to demon-
strate their possible practical importance, we make some general remarks regarding
their applications in the present section.

Taking the definition and properties of one-sided random context grammars into
account, we see that they are suitable to underly information processing based on
the existence or absence of some information parts. Therefore, in what follows, we
pay major attention to this application area.

Molecular Genetics

We believe that one-sided random context grammars can formally and elegantly
simulate processing information in molecular genetics, including information con-
cerning macromolecules, such as DNA, RNA, and polypeptides. For instance, con-
sider an organism consisting of DNA molecules made by enzymes. It is a common
phenomenon that a molecule m made by a specific enzyme can be modified unless
molecules made by some other enzymes occur either to the left or to the right of m

105
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in the organism. Consider a string w that formalizes this organism so every molecule
is represented by a symbol. As obvious, to simulate a change of the symbol a that
represents m requires random context occurrences of some symbols that either pre-
cede or follow a in w. As obvious, one-sided random context grammars can provide
a string-changing formalism that can capture this random context requirement in
a very succinct and elegant way. To put it more generally, one-sided random con-
text grammars can simulate the behavior of molecular organisms in a rigorous and
uniform way.

Computer Science

Considering that one-sided random context grammars have a greater power than
context-free grammars, we may immediately think of applying them in terms of
syntax analysis of complicated non-context-free structures during language trans-
lation. However, as one-sided random context grammars are computationally com-
plete (see Theorem 4.1.4), Rice’s theorem (see Section 9.3.3 in [37]) implies that
we cannot use them to parse all recursively enumerable languages. Therefore, we
should focus on variants of one-sided random context grammars that are not com-
putationally complete, such as propagating one-sided random context grammars.

In Chapter 9, we have studied LL versions of one-sided random context gram-
mars, which may be suitable for syntax analysis. Even though they are equally
powerful as context-free grammars (see Corollary 9.3.5), they still may be useful
since for some languages, they can describe languages in a more economical way
(see Section 9.2).

Linguistics

In terms of linguistics, one-sided random context grammars may be used for gen-
erating or verifying that the given texts contain no forbidding passages, such as
vulgarisms or classified information. More specifically, generalized one-sided for-
bidding grammars (see Chapter 8), which are one-sided forbidding grammars that
can forbid the occurrences of strings, are suitable to formally capture such applica-
tions.

Another application area of one-sided random context grammars may be syntax-
oriented linguistics. Observe that many common English sentences contain expres-
sions and words that mutually depend on each other although they are not adjacent
to each other in the sentences. For example, consider the following sentence: He
sometimes goes to bed very late. The subject (he) and the predicator (goes) are re-
lated. Therefore, we cannot rewrite goes to go because of the subject. One-sided
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random context grammars form a suitable formalism to capture and verify such
dependencies.

Application-oriented topics like the ones outlined in this section obviously represent
a future investigation area concerning one-sided random context grammars.

10.2 Bibliographical and Historical Remarks

This section gives an overview of the crucially important studies published on the
subject of this thesis from a historical perspective. As this thesis represents pri-
marily a theoretically oriented treatment, we concentrate our attention primarily on
theoretical studies.

For a summary of the fundamental knowledge about regulated grammars pub-
lished by 1989, consult [16]. Furthermore, Chapter 13 of [54] and Chapter 3
of [99] give a brief overview of recent results concerning regulated grammars. The
book [79] summarizes recent results concerning various transformations of regu-
lated grammars. More specifically; it concentrates its attention on algorithms that
transform these grammars and some related regulated language-defining models so
the resulting transformed models are equivalent and, in addition, satisfy some pre-
scribed properties. Finally and most importantly, [87] gives an up-to-date overview
of both classical and very recent results concerning regulated grammars and au-
tomata.

Random context grammars were introduced in [106]. Strictly speaking, in [106],
their definition coincides with the definition of permitting grammars in this thesis.
Forbidding grammars, also known as N-grammars (see [92]), together with other
variants of random context grammars were originally studied by Lomkovskaya
in [48=50]. After these studies, many more papers discussed these grammars, in-
cluding [3, 18-21, 56, 77, 111]. Generalized forbidding grammars were introduced
in [66] and further investigated in [60, 76, 77]. In [15, 58, 63], simplified versions
of random context grammars, called restricted context-free grammars, were stud-
ied. Finally, [10, 31, 47, 57] studied grammar systems with their components repre-
sented by random context grammars.

Selective substitution grammars were introduced in [95] and further studied in
many papers, including [17, 32-34, 39-45, 96, 102, 103].

Originally, scattered context grammars were defined in [35]. Their original ver-
sion disallowed erasing rules, however. Four years later, [105] generalized them
to scattered context grammars with erasing rules (see also [67]). For an in-depth
overview of scattered context grammars and their applications, consult [73] and the
references given therein.
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One-sided random context grammars were introduced in [80]. Their special
variants, left permitting and left forbidding grammars, were originally introduced
in [10] and [31], respectively. The generative power of one-sided forbidding gram-
mars and their relation to selective substitution grammars were studied in [82]. The
nonterminal complexity of one-sided random context grammars was investigated
in [81]. A reduction of the number of right random context rules was the topic
of [86]. Several normal forms of these grammars were established in [109]. Left-
most derivations were studied in [83]. The generalized version of one-sided forbid-
ding grammars was introduced and investigated in [84]. A list of open problems
concerning these grammars appears in [110]. Finally, the LL versions of one-sided
random context grammars are based on [74] and appear in this thesis for the first
time.

One-sided random context grammars are based upon context-free grammars. It is
only natural to consider other types of grammars and equip them with one-sided ran-
dom context. Some preliminary results in this direction have been achieved in [85],
where ETOL grammars (see [97]) and their variants enhanced with left random con-
text were studied. Their nonterminal complexity was investigated in [108]. An im-
provement of the result achieved in [108] appears in Section 10.4 of [87].

10.3 Open Problem Areas

Throughout this thesis, we have already formulated many open problems. Out of
them, we next select and repeat the most important questions, which deserve our
special attention. To see their significance completely, however, we suggest that the
reader returns to the referenced parts of the thesis in order to view these questions
in the full context of their formulation and discussion in detail.

(I) What is the generative power of left random context grammars? What is the role
of erasing rules in this left variant? That is, are left random context grammars
more powerful than propagating left random context grammars?

(IT) What is the generative power of one-sided forbidding grammars? We only know
that they are equally powerful as selective substitution grammars (see Theo-
rems 4.2.3 and 4.2.4). Thus, by establishing the generative power of one-sided
forbidding grammars, we would establish the power of selective substitution
grammars, too.

(IIT) By Theorem 6.1.1, ten nonterminals suffice to generate any recursively enumer-
able language by a one-sided random context grammar. Is this limit optimal? In
other words, can Theorem 6.1.1 be improved?

(IV) Recall that propagating one-sided random context grammars characterize the
family of context-sensitive languages (see Theorem 4.1.3). Can we also limit



10.3 Open Problem Areas 109

the overall number of nonterminals in terms of this propagating version like in
Theorem 6.1.1?

(V) What is the generative power of one-sided forbidding grammars and one-sided
permitting grammars? Moreover, what is the power of left permitting gram-
mars? Recall that every propagating scattered context grammar can be turned
to an equivalent context-sensitive grammar (see Theorem 3.21 in [73]), but it is
a longstanding open problem whether these two kinds of grammars are actually
equivalent—the PSC = CS problem. If in the future one proves that propagat-
ing one-sided permitting grammars and propagating one-sided random context
grammars are equivalent, then so are propagating scattered context grammars
and context-sensitive grammars (see Theorem 4.3.3), so the PSC = CS problem
would be solved.

(VD) By Theorem 6.2.5, any recursively enumerable language is generated by a one-
sided random context grammar having no more than two right random context
nonterminals. Does this result hold with one or even zero right random context
nonterminals? Notice that by proving that no right random context nontermi-
nals are needed, we would establish the generative power of left random context
grammars.

(VII) By Theorem 6.3.1, any recursively enumerable language is generated by a one-
sided random context grammar having no more than two right random context
rules. Does this result hold with one or even zero right random context rules?
Again, notice that by proving that no right random context rules are needed, we
would establish the generative power of left random context grammars.
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Language Family Index

Family Page Formal model

RE 10  phrase-structure grammar

CS 10  context-sensitive grammar

CF 11  context-free grammar

RC 13 random context grammar

RC¢ 13 propagating random context grammar

For 13 forbidding grammar

For—¢ 13 propagating forbidding grammar

Per 13 permitting grammar

Per ¢ 13 _propagating permitting grammar

S 14 selective substitution grammar

S—¢ 14  propagating selective substitution grammar
SC 15 scattered context grammar

SC~¢ 15 propagating scattered context grammar
ORC 21 one-sided random context grammar
ORC™® 21 propagating one-sided random context grammar
OFor 21  one-sided forbidding grammar

OFor ¢ 21 propagating one-sided forbidding grammar
OPer 21 one-sided permitting grammar

OPer~¢ 21 propagating one-sided permitting grammar
LRC 21  left random context grammar

LRC ¢ 21 propagating left random context grammar
LFor 21  left forbidding grammar

LFor—¢ 21 propagating left forbidding grammar

LPer 21  left permitting grammar

LPer ¢ 21 propagating left permitting grammar
ORC(IH}I:) 71  one-sided random context grammar using

type-1 leftmost derivations
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Language Family Index

Family

Page Formal model

ORC *(,1=) 71
ORC(,2=) 74
ORC ¢(,2=) 74
ORC(2=) 179

ORC*(,3=) 79

RC(,1=) 80
RC¢(,1=) 80
RC(2=) 80
RC(,2=) 80
RC( =) 80
RC¢(2=) 80
GF 92
LL-CF 102
LL-ORC 102

propagating one-sided random context grammar using
type-1 leftmost derivations

one-sided random context grammar using

type-2 leftmost derivations

propagating one-sided random context grammar using
type-2 leftmost derivations

one-sided random context grammar using

type-3 leftmost derivations

propagating one-sided random context grammar using
type-3 leftmost derivations

random context grammar using

type-1 leftmost derivations

propagating random context grammar using

type-1 leftmost derivations

random context grammar using

type-2 leftmost derivations

propagating random context grammar using

type-2 leftmost derivations

random context grammar using

type-3 leftmost derivations

propagating random context grammar using

type-3 leftmost derivations

generalized forbidding grammar

LL context-free grammar

LL one-sided random context grammar
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activated symbol, 14
alph(), 8
alphabet, 7

of language, 8

of string, 8
automaton, 2

cardinality of set, 7
characterization of language family, 9
Chomsky
hierarchy, 11
normal form, 39
closure
of language, 9
of relation
transitive, 7
transitive-reflexive, 7
concatenation
of languages, 8
of strings, 8
context-free
grammar, 2, 11
language, 11
context-sensitive
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language, 10
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descriptional complexity, 49
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empty

language, 8
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string, 7
equally powerful formal models, 9
equivalent formal models, 9
erasing rule, 10

family of languages, 9
fin(), 8
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language, 8
substitution, 9
forbidding
context, 13
grammar, 13
generalized, 82

Geffert normal form, 12
generalized
forbidding grammar, 82
one-sided forbidding grammar, 83
generated language, 13, 18, 83
grammar, 2
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context-free, 2, 11
context-sensitive, 10
forbidding, 13
generalized

forbidding, 82

one sided forbidding, 83
left
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permitting, 18

random context, 18
LL

context-free, 95

one-sided random context, 96

LL(k)
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one-sided, 96
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one-sided
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permitting, 18

random context, 17
permitting, 13
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selector, 14
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